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1 Introduction

A fundamental challenge in theoretical physics is the delineation of the space of consis-
tent quantum field theories (QFTs). Conformal field theory (CFT) [2–4] offers a powerful
framework in which to attempt this task. CFTs are characterized by the absence of a
dimensionful scale and describe the critical behavior near fixed points of renormalization
group (RG) flow [5], providing insights into the evolution of QFTs across energy scales. For
a pedagogical and comprehensive treatment of CFT, see [6]. In this work, we exploit the
properties of CFTs, which can be defined axiomatically through their core observables, cor-
relation functions, without requiring a Lagrangian description. These correlation functions
satisfy consistency conditions such as conformal symmetry, unitarity, and crossing sym-
metry. The program that leverages these conditions to determine fixed-point data, such
as critical exponents and operator-product expansion (OPE) coefficients, is known as the
conformal bootstrap [7–11]. See [12] and references therein for a review of recent progress.

Beyond their applications in condensed matter and particle physics, supersymmetric
extensions of CFTs, called superconformal field theories (SCFTs), are also of interest for
their formal connections to the AdS/CFT correspondence [13]. This duality relates SCFTs
to gravity theories in AdS spacetimes, with d = 4, N = 4, SU(N) Super Yang-Mills (SYM)
arising as the worldvolume theory describing a stack of N D3-branes in type IIB superstring
theory on AdS5×S5. Notably, N = 4 SYM is superconformal for any value of the coupling
g [14]. Its field content is reviewed e.g. in [15]. In this work, we focus on 1

2 -BPS operators
in N = 4 SYM, defined as symmetric-traceless combinations of its six real scalar fields ϕI :

Wp(x, u) ≡ TrSU(N) [(u · ϕ(x))p] =
[
(uIϕI(x))

p
]a

a ∈ B1B̄1[0; 0]
[0,2p,0]
2p , p ≥ 1, (1.1)

where the complex null vector u ∈ C6, u2 = 0 is used to contract R-symmetry indices. These
operators belong to short multiplets annihilated by half the supercharges and the notation
will be made explicit in the main text. Their scaling dimensions are protected from quantum
corrections, ensuring that two- and three-point functions remain uncorrected, while non-
trivial dynamics emerge at the four-point level [16–22], see also the reviews [23, 24].

While much attention in SCFTs has been on local operators, extended objects preserv-
ing part of the bulk supersymmetry, called defects, offer a richer class of observables. They
provide new ways to partially or completely break symmetries in a controlled manner, prob-
ing new physics. This work focuses on 1

2 -BPS boundary defects, which are holographically
modeled as D-branes [25–30]. Superconformal boundary conditions in N = 4 SYM were
systematically explored in [31] and an account of (super)conformal defects given in [32].

Outline We review the foundational aspects of conformal kinematics and the bootstrap
program in Section 2. Section 3 extends these ideas to superconformal setups, focusing on
defect theories, the superspace formulation, and the decomposition of correlation functions
into superblocks. Section 4 presents the derivation of the bootstrap equations, detailing
the construction of bulk and boundary superblocks, contributing supermultiplets, and the
role of superconformal Ward identities. We conclude in Section 5. The appendices provide
additional technical details, including elements of conformal field theory, the differential
equations governing superblocks, and the analysis of contributing representations.
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2 Conformal Kinematics and Bootstrap

We start by reviewing the bootstrap program of conformal field theories, following [33–36].
While we assume familiarity with conformal field theory (CFT) in the main text, the con-
cepts and the notation that are central to this work are reviewed in Appendix A: conformal
transformations, radial quantization, conformal weight, conformal primaries and descen-
dants, shortening conditions, state-operator map... In this section, we turn our attention to
constraints imposed by conformal invariance on observables, i.e. correlation functions of pri-
mary operators. While this can be done rigorously solving Ward identities for the conformal
group, we adopt here a simpler approach: the embedding space formalism [2, 37–39].

Embedding Space Let xµ = (x1, ..., xd) be coordinates of d-dimensional Euclidean
space. The action of the Euclidean conformal algebra so(d + 1, 1) is most elegantly re-
alized by embedding Rd in (d + 2)-dimensional Minkowski space as a null projective cone
with coordinates PM = (P+, P−, P 1, ..., P d) and line element

ds2 = −dP+dP− + δµνdP
µdP ν , µ, ν = 1, ..., d.

The null projective cone corresponds to the subspace

C ≡
{
P ∈ R1,d+1|

(
P · P ≡ PMPM = 0

)
∧
(
PM ∼ λPM ∀λ ∈ R+

)}
. (2.1)

We define the Poincaré section ⊂ C by PM = (1, xνx
ν , xµ), which we can choose whenever

P+ ̸= 0 (this is just the point at infinity). The action of a (d + 2)-dimensional Lorentz
transformation Λ ∈ SO(d+ 1, 1) is linear and takes PM 7→ (ΛP )M . By construction,

PM = (1, x2, xµ) 7→ (ΛP )M

(ΛP )+
= (1, x′2, x′µ)

is a non-linear map Rd → Rd sending xµ 7→ x′µ, which can be shown to amount to a
conformal transformation in d dimensions [33, 40]. As a result, we are free to realize
conformal transformations in Rd by simpler linear transformations in R1,d+1 instead. The
scaling property

O∆(x) 7→ Ω(x)−∆(R(x) · O∆)(x)

of primary operators O∆ under conformal transformations sending gµν(x) 7→ Ω(x)2gµν(x)

is translated to the requirement that the corresponding field O∆ in embedding space be
homogeneous of degree −∆ in PA [33],

O∆(λP ) = λ−∆O∆(P ), O∆(x
µ) ≡ O∆(1, x

2, xµ). (2.2)

The embedding space will be helpful in deriving simpler differential expressions for Casimir
operators later on. We may readily derive constraints on low-point correlators:

• translation invariance forces the 1-point function to be a constant. For (2.2) to hold,

⟨O∆(P )⟩ =

{
1, O ≡ 1
0, otherwise.

(2.3)

All 1-point correlators thus vanish in a CFT unless the theory is defined on a space
with boundaries or other specific features. Moving on,
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• the 2-point correlation function of scalar primaries of weight ∆1,∆2 must write

⟨O∆1(P1)O∆2(P2)⟩ =
c12

(P1 · P2)∆1
δ∆1∆2 , c12 a normalization constant,

which is the most general Lorentz-invariant expression consistent with (2.2).1 Noting
that −2P1 ·P2 = (x1−x2)

2 the two-point function is projected onto physical space to

⟨O∆1(x1)O∆2(x2)⟩ ∝
c12

(x1 − x2)2∆1
δ∆1∆2 . (2.4)

• Applying the same logic, 3-point correlation functions of scalar primaries write

⟨O∆1O∆2O∆3⟩ =
λ123

(−2P1 · P2)
∆1+∆2−∆3

2 (−2P1 · P3)
∆1+∆3−∆2

2 (−2P2 · P3)
∆2+∆3−∆1

2

(2.5)
which is the most general expression for a SO(d+1, 1) singlet homogeneous of degrees
−∆1, −∆2 and −∆3 in P1, P2 and P3 respectively. The λ’s are structure constants.

• Recall that the conformal group leaves correlation functions invariant under global
transformations. This implies that the functional dependence of the latter must reduce
to combinations of invariants formed from the spacetime coordinates. With four
operator insertions, the two ratios

u ≡
(
x12x34
x13x24

)2

and v ≡
(
x14x23
x13x24

)2

, xij ≡ xi − xj (2.6)

turn out to be conformally invariant as well [40]. This means that the most general
form of the 4-point correlation function of scalar operators is only constrained up to
an arbitrary function F (u, v) multiplying the kinematic factor,

⟨O∆1(x1)O∆2(x2)O∆3(x3)O∆4(x4)⟩ = F (u, v)
4∏

i<j

x
∆
3
−∆i−∆j

ij , ∆ ≡
4∑
i

∆i. (2.7)

CFTs enjoy one further property allowing to simplify the calculation of correlation functions:
the operator product expansion (OPE).

OPE The OPE can be straightforwarly derived from considering the insertion of two
operators O1(x) and O2(0) inside of a sphere in radial quantization. Let |Ψ⟩ be the state
generated at the surface of the sphere, |Ψ⟩ = O1(x)O2(0)|0⟩. As a state in a CFT, |Ψ⟩
must admit a decomposition along a basis of conformal primaries and descendants, so

|Ψ⟩ = O1(x)O2(0)|0⟩ =
∑
∆

C∆
12(x, P )|∆⟩ =

∑
∆

C∆
12(x− y, ∂y)O∆(y)|y=0|0⟩

where we used the state-operator map (see Appendix A) in the last equality above, as well
as translation invariance to require that all functions C∆

12 depend only on the separation
1The 2-point function of scalar primary operators is usually normalized to 1, c12 ≡ 1.
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between the two operators. We effectively read off2

O1(x)O2(y) =
∑
∆

C∆
12(x− y, ∂y)O∆(y).

At the level of representations, the OPE amounts to the decomposition of the tensor product
of conformal representations. Enforcing conformal invariance and expanding the coefficients
C∆
12(x − y, ∂y) = C∆

12 + ... into a series in ∂y, one finds that the only free parameters that
remain unfixed are the overall constant coefficients C∆

12 for the primary states [33],

O1(x)O2(y) =
∑
∆

C∆
12

O∆(y)

|x− y|∆1+∆2−∆
+ ...︸︷︷︸

descendants

. (2.8)

We now return to the 3-point function of scalar primaries. Using (2.8) on O∆1 and O∆2

⟨O∆1(x1)O∆2(x2)O∆3(x3)⟩ =
∑
∆k

C∆k
12

|x12|∆1+∆2−∆k
⟨O∆k

(x2)O∆3(x3)⟩+ ...

Inserting (2.4), expanding the result to leading order in x12 and inspecting (2.5) we find
that λ123 ∝ C∆3

12 , where the proportionality factor depends on c12 only. Thus knowing

{spectrum (∆, spin J), OPE coefficients (λ, c)} = CFT data

is enough to compute any n-point correlation function in a CFT, recursively reducing it to
lower-point and finally to 2-point functions using (2.8). The OPE is a convergent expan-
sion.3 This is an important use feature of CFTs which allows to define a QFT without any
reference to a Lagrangian, and also the primary building block of the conformal bootstrap.

Conformal Bootstrap The OPE is associative, meaning that the reduction of a n-point
correlation function to a 2-point correlator may be done along different OPE channels but
must yield the same answer, allowing to constrain the CFT data. OPE associativity, or
crossing symmetry, is nothing but a reflection of the various ways of formally inserting a
projector P∆ onto conformal multiplets to single out pairs of operators before taking the
tensor product of their representations. For the 4-point function of identical scalar primaries
of weight ∆, we write

⟨O∆(x1)O∆(x2)O∆(x3)O∆(x4)⟩ =
∑
∆′

⟨O∆(x1)O∆(x2)P∆′O∆(x3)O∆(x4)⟩

(2.8)
=
∑
O∆′

λ12O∆′λ34O∆′

[
C

O∆′
12 (x12, ∂y)C

O∆′
34 (x34, ∂z)⟨O∆′(y)O∆′(z)⟩

∣∣∣
y,z=0

]
︸ ︷︷ ︸

CPW

≡
∑
O∆′

λ12O∆′λ34O∆′
f∆′(u, v)

|x12|2∆|x34|2∆
(2.7)
=

F (u, v)

|x12|2∆|x34|2∆
, (2.9)

2OPE statements are always implicitly assumed to hold within radially-ordered correlation functions.
3The OPE O1(x1)O2(x2) will converge as long as x1 is closer to x2 than any other operator insertions.
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where we used (2.8) to expand the correlator in terms of conformal partial waves (CPWs)
built out of conformal blocks f∆′ .4 We carried out the CPW expansion along the channel
(12)(34), but could have considered (14)(23) or (13)(24) as well; all should match at the
end. The conformal bootstrap starts here at 4-point. In the next section, we explain how
these concepts can be extended to superconformal field theories (SCFTs) containing defects.

3 Superconformal Bootstrap with Defects

3.1 Elements of Superconformal Field Theory

Supersymmetry (SUSY) allows one to circumvent the Coleman-Mandula theorem and en-
hance the Lorentzian conformal algebra so(d, 2) by adding N anticommuting symmetry
generators Q and S to the algebra, called supercharges and superconformal generators re-
spectively and obeying

{Q,Q} ∼ P, {S, S} ∼ K schematically, so ∆Q =
1

2
and ∆S = −1

2
. (3.1)

Both Q and S are fundamental Lorentz spinors which can also be rotated among each
other by an internal bosonic R-symmetry (typically u(N )R in 4d and so(N )R in 3d).5

N > 1 is called extended SUSY. The superconformal algebra may thus be understood as
supermatrices of the form(

conformal algebra supercharges
supercharges R-symmetry

)

with the bosonic subalgebra corresponding to the direct sum of the diagonal blocs above.
Since conformal algebra ⊂ superconformal algebra, the properties of conformal multiplets
(see Appendix A) are retained in SCFTs, though the newly added structure means that
all local operators in a SCFT are now also labelled by their R-symmetry (RO) besides
their so(d) Lorentz weight JO and scaling dimension ∆O; we thus denote superconformal
multiplets (supermultiplets) by [JO]

(RO)
∆O

. In this work we are mostly interested in bosonic
subalgebras with N = 4 and for spacetime dimensions [41] (Lorentzian signature)

d = 3 : so(3, 2)⊕ su(2)+ ⊕ su(2)− ⊂ osp(4|4), representation: [2l]
[2r+,2r−]
δ (3.2a)

d = 4 : so(4, 2)⊕ su(4)R ⊂ psu(2, 2|4), representation: [2j; 2j̄]
[r1,r2,r3]
∆ , (3.2b)

with r± two su(2)± spins, l a so(3) ⊂ so(3, 2) spin, (r1, r2, r3) ∈ Z3
≥0 the su(4)R Dynkin

labels, (j, j̄) two so(4) ⊂ so(4, 2) spins and δ,∆ the weight in d = 3, 4 respectively.
4These have the same transformation properties under the conformal group as (2.4) [33].
5In d = 4, the Lorentz algebra is so(4) ∼= sl(2) ⊕ sl(2). The Q’s and S’s thus split in pairs of chiral

and anti-chiral Weyl spinors QA
α , Q̄Bα̇ and SA

α , S̄Bα̇, with sl(2)-indices α, α̇ = 1, 2 and with u(N )R-indices
A,B = 1, ...,N . It is also customary to write u(N )R ∼= su(N )R × u(1)R in 4d. For N = 4, the u(1)R can
be quotiented out since the trace part of the R-symmetry commutes with all other generators. In d = 3,
there is only one set of supercharges Q and superconformal generators S, while so(4)R ∼= su(2)+ ⊕ su(2)−.
For more details on the precise form of the algebra we refer the reader to [36, 41, 42].
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Superprimary Just as in the pure bosonic case, every irreducible superconformal mul-
tiplet admits an operator/state of lowest scaling dimension, which is a conformal primary
and annihilated by all S’s, called superconformal primary–or superprimary (SP) for short.
Descendant operators are obtained by acting on the latter with all the Q’s at most once,
generating a finite set of conformal primaries along the way and thereby providing a finite
reorganization of an infinite amount of data into supermultiplets (SMs). Enforcing unitarity
now leads to a richer hierarchy of long and short SMs, depicted in Figure 1. The decompo-

∆, δ

unitary

non-unitary
= ∆A, δA

d = 4 : [2j; 2j]
[R1,R2,R3]
∆

d = 3 : [2l]
[2r+,2r−]
δ

δA = l + r+ + r− + 1

∆A = 2 + 2j + 3R1+2R2+R3
2

> ∆A, δA

= ∆B, δB

= ∆C , δC

δB = r+ + r−

∆B = 3R1+2R2+R3
2

Figure 1. Unitarity structure (left) and unitary bounds (right) of supermultiplets (SMs) in N = 4

and for d = 3, 4. Long SMs have ∆, δ > ∆A, δA and are always unitary; they do not have any null
states. Short SMs saturate one of the bounds labelled A,B,C and may contain null states that
should be removed from the Hilbert space. Here ∆B , δB lead to 1

2 -BPS and 1
4 -BPS SMs, see [41].

sition of correlation functions of SPs in superconformal primary waves follows through as
in (2.9), except that the sum is now also taken over the different R-symmetry labels (R)

entering a given supermultiplet, and that the superconformal blocks (superblocks) F are
also acted upon by the internal R-symmetry as well. Schematically,

F ∼
∑
∆,(R)

#︸︷︷︸
coefficients
& couplings

× f∆(u, v)︸ ︷︷ ︸
conformal block, cf. (2.9)

× h(R)(U, V )︸ ︷︷ ︸
R-symmetry block

(≡ superblock) (3.3)

for a 4-point correlation function, where we introduced R-symmetry invariant ratios

U ≡ u212u
2
34

u213u
2
24

, and V ≡ u214u
2
23

u213u
2
24

(3.4)

built out of four internal R-symmetry coordinates ui.6 Like (2.6), they arise naturally from
the constraints imposed by the the R-symmetry part of the superconformal symmetry group
on correlation functions. The existence of such invariants will be rigorously motivated from
superspace considerations in Section 3.3 where the extension of the formalism to include
the fermionic (supersymmetric) and R-symmetry degrees of freedom is made explicit. In

6The decomposition (3.3) is not always possible, see [43] and references therein for a discussion.
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the remainder of this section, we discuss the effect of defect operators on SCFTs, eventually
narrowing our scope to a 1

2 -BPS boundary in N = 4 Super Yang-Mills in d = 4.

3.2 Defect Superconformal Field Theories

So far, we defined (S)CFTs in terms of local operators and their correlation functions. There
exists, however, a much richer set of observables which are extended in space and time that
can also be consistently included in such theories, such as heavy impurities, boundaries or
interfaces. These are referred to collectively as (superconformal) defects and break part or
all of the superconformal symmetry in a controlled manner, see [40, 44–47] and references
therein for an overview of the theoretical frameworks and methodologies employed in the
study of conformal defects (and their supersymmetric analogues).

Boundary Defect We restrict here our focus to d = 4, N = 4 SUSY with a boundary
(codimension-1), which means that the relevant superconformal algebras are (3.2a) on the
3d boundary and (3.2b) in the bulk. Since the defect breaks translation invariance in
the direction transverse to the boundary, so(5, 1) → so(4, 1) and it is obvious from the
first equation of (3.1) that (at least) part of SUSY will also be killed. There are however
specific physical configurations where one may hope to preserve some fraction of the original
supercharges. In this work we consider a 1

2 -BPS boundary, where “ 12 ” means that exactly
half of the Q’s we started with survive. Let (x⃗, x⊥) ∈ R3×R≥0 be our coordinates, with the
boundary inserted by means of suitable boundary conditions at x⊥ = 0 and x⃗ coordinates
on the defect. This is implemented on the projective null cone (2.1) by introducing the
constant vector V M = (0, 0, 0, 0, 0, 1) and restricting ourselves to Lorentz transformations
in R1,5 that leave V invariant when constructing correlation functions. With only two
insertion points Pi = (1, x2i , x⃗i, xi,⊥) ∈ R1,4 ×R≥0 (i = 1, 2) these are P1 ·P2, V ·P1, V ·P2,
so 2-point correlators of scalar bulk SPs (or descendants thereof) are no longer fully fixed
by conformal symmetry but written

⟨O1(P1, u1)O2(P2, u2)⟩ ≡ F∆1∆2(P1, P2)×HR1R2(u1, u2)

=
F (ξ)

(2V · P1)∆1(2V · P2)∆2
× (u1 · ū1)

∆1
2 (u2 · ū2)

∆2
2 H(σ, σ̄), Oi ∈ [0; 0]

(Ri)
∆i

(3.5)

with F ≡ F (ξ)H(σ, σ̄) mimicking (3.3). Meanwhile, boundary 2-point functions behave like
in usual 3d SCFTs without defects. Above, we introduced the quantity

ξ ≡ − P1 · P2

2(V · P1)(V · P2)

Poincaré→ |x1 − x2|2

4x1,⊥x2,⊥
, xi ≡ (x⃗i, xi,⊥), i = 1, 2 (3.6)

as the conformal/Lorentz invariant ratio and specified the internal R-symmetry coordinates
u1, u2 of the operators as well. Since su(4)R ∼= so(6) in our case, the latter can be thought of
as complex null vectors u ∈ C6 (u2 = 0), cf. (1.1). F is constrained by conformal symmetry
in a similar way as (2.4), while H is constrained by R-symmetry and involves an arbitrary
function H(σ, σ̄) of the two independent R-symmetry invariants

σ ≡ u1 · u2√
u1 · ū1

√
u2 · ū2

, and σ̄ ≡ u1 · ū2√
u1 · ū1

√
u2 · ū2

, (3.7)
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where we employ the notation ū ≡ (u1, u2, u3,−u4,−u5,−u6). We argue for the existence of
ξ, σ, σ̄ in Section 3.3. Finally, while we explained that the fusion of two bulk or two boundary
operators takes the form (3.5), when bulk excitations are brought close to boundary, they
become indistinguishable and may fuse too. We must therefore also allow for mixed bulk-
boundary correlators

⟨O(x⃗, x⊥)Ô(y⃗)⟩ =
µOÔ(

|x⃗− y⃗|2 + x2⊥

)δ
(2x⊥)∆−δ

, O ∈ [0; 0]
[r1,r2,r3]
∆ , Ô ∈ [0]

[2r+,2r−]
δ , (3.8)

where the constant µOÔ is called the bulk-boundary coupling. In particular,

⟨O(x)1̂⟩ = ⟨O(x)⟩ = aO
(2x⊥)∆

, for O ∈ [0; 0]
[r1,r2,r3]
∆ (3.9)

with aO ≡ µO1̂ ̸= 0 in general. This can be viewed as a consequence of the breaking of
translation symmetry along x⊥ which no longer requires the 1-point functions to be constant
(and vanishing) like in (2.3). The OPE (2.8) of two bulk or boundary scalar operators is
unaffected. With (3.8) at hand, there is however now a new way to express bulk operators
in terms of boundary operators: this is the boundary OPE (BOE)

O(x⃗, x⊥) =
∑
Ô

µOÔ
Ô(x⃗)

(2x⊥)∆−δ
+ ..., O ∈ [0; 0]

[r1,r2,r3]
∆ , Ô ∈ [0]

[2r+,2r−]
δ , (3.10)

whose interpretation at the level of representation theory is given by the branching of bulk
supermultiplets into boundary ones (hence according to psu(2, 2|4) → osp(4|4) here).

3.3 Defect Superspace Setup

So far, we considered SUSY being realized on ordinary fields (i.e. functions of spacetime) by
transformations that mix bosons and fermions. This however, turns out to be “as cumber-
some and inconvenient as doing vector calculus component by component” [48]. Fortunately,
there exists an alternative, more efficient way to realize SUSY by packaging the same de-
grees of freedom in superfields living on superspace, an extension of ordinary spacetime
(with coordinates x) to include extra anticommuting Grassmann coordinates in the form of
N two-component Weyl spinors θ, θ̄.7 The whole point of introducing such an apparently
exotic space is that many properties of SUSY field theories now become manifest: one finds
for instance that the SUSY algebra is represented by translations and rotations involving
both x and θ, called supertranslations and superrotations.

Analytic Superspace The formal definition of superspace depends on the amount N of
supersymmetry considered. We refer the reader to [42] for the construction of N = 1 su-
perspace as a coset, while we focus on N > 1 in this work. We explained in Section 3.1 that
theories with extended SUSY also feature R-symmetry. This is reflected in the construction
of superspaces for N > 1, which now also include R-symmetry, or harmonic coordinates

7A generic superfield Ψ ≡ Ψ(x, θ) may then be expanded in a finite Taylor series with respect to θ since
θ2 = 0; the coefficients obtained in this way are precisely the aforementioned ordinary fields on spacetime.
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parameterizing a coset space of the R-symmetry group. The spaces of such superfields are
known as harmonic superspaces and have been introduced in [49, 50], see also the reviews
[24, 51, 52]. In this work, we further restrict our attention to analytic superspace, a sub-
space of harmonic superspace where the superfields depend on fewer Grassmann variables,
specifically those that are compatible with chirality or analyticity conditions. As such, this
formalism is well-suited for the study of correlation functions of 1

2 -BPS operators [53–57].
This point of view will also allow for the derivation of superconformal Ward identities by
imposing the absence of harmonic singularities later on, see Section 4.3 and [55, 58].

Adding a Boundary We now specify our analytic superspace to describe d = 4, N = 4

SCFTs in the presence of a flat 1
2 -BPS boundary as done in [1]. Coordinates on superspace

are schematically of the form

X =

(
xαα̇ θαȧ

θ̄aα̇ yaȧ

)
(3.11)

for α, a = 1, 2 and α̇, ȧ = 1, 2 sl(2) spinor indices. This block decomposition reflects the
superspace structure, with the bispinor xαα̇ describing d = 4 Euclidean space R4

x, the R-
symmetry coordinate y viewed as a copy R4

y thereof and where the off-diagonal blocks θ, θ̄

correspond to left- and right-handed fermionic superspace coordinates. We saw in (3.2b)
that the d = 4, N = 4 superconformal algebra is psu(2, 2|4), which corresponds to the
(complexified) group PSL(4|4). The action of a general conformal transformation g on X

will thus be [1]

g ◦X = (AX +B)(CX +D)−1, where g =

(
A B

C D

)
∈ PSL(4|4). (3.12)

As seen in (3.2a), the introduction of a boundary breaks the superconformal algebra to
osp(4|4), which exponentiates to the 3d N = 4 superconformal group OSP (4|4). In Sec-
tion 3.2 we introduced the coordinates (x⃗, x⊥) ∈ R3 × R≥0 to describe this situation. We
consider here two bulk operators in superspace with superspace coordinates X1 and X2,
which we now split in a similar fashion, setting Xi ≡ Xi,b +Xi,d for i = 1, 2 with

Xi,b ≡

(
xαβi,b πaβ

i

πbα
i ϵabyi,b

)
and Xi,d ≡

(
ϵαβxi,d χaβ

i

−χbα
i yabi,d

)

the boundary and distance superspace coordinates respectively, where xαβb = xβαb , yabd = ybad
and up to a U(1) action parametrizing the embedding OSP (4|4) ⊂ PSL(4|4). In [1], the
authors also show explicitly how supertranslations and superrotations are realized. In
particular, it is argued that one may use (3.12) to choose a frame such that

(X1,b, X1,d) = (0, X̃1,d), (X2,b, X2,d) = (0, X̃2,d). (3.13)
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The authors also state that a superconformal transformation may then allow to further set
the fermionic coordinates of both supermatrices to zero. In the frame (3.13) this is

Xi ≡ X̃i,d =


0 xi 0 0

−xi 0 0 0

0 0 y11i y12i
0 −0 y12i y22i

 , i = 1, 2 (3.14)

where we denote xi ≡ xi,d and yi ≡ yi,d above for notational simplicity. Clearly, the
leftover degrees of freedom above match our expectations for the configuration space for
the spacetime and R-symmetry coordinates of an operator centered on the defect, with
one spacetime coordinate describing the distance to the boundary and three R-symmetry
variables combining into a 3-vector describing SO(3) rotations around a line in R4

y [1].

Superconformal Invariants An account of the general constraints imposed by super-
conformal symmetry on 2-point correlation functions of SPs in superspace in the presence
of a defect is given in [1], where superspace analogues of (3.5), (3.8) and (3.9) are reported.
Just as conformal cross-ratios are the natural invariants of the conformal group, supercon-
formal cross-ratios arise as invariants under the superconformal group. This implies that the
functional dependence of correlation functions in superspace must reduce to combinations
of invariants formed from the superspace coordinates we just introduced.

Here, we focus on justifying the existence of the superconformal invariants (3.6) and
(3.7) entering the 2-point correlation function in the presence of a defect. To do so, we
use the results of [55, 58] where 4-point superconformal invariants of 1

2 -BPS primaries are
derived. We then translate these to the present problem by resorting to the prescription of
[59] to relate correlation functions of n operators inserted away from a boundary in a defect
CFT to correlation functions of 2n operators in an ordinary CFT: the method of images.
There are two ways to derive 4-point superconformal invariants according to [55, 58]:

1. The first approach consists in fixing part of the superconformal symmetry, before
identifying the remaining independent combinations of coordinates. The 4-point con-
formal and R-symmetry invariants z1, z2 and w1, w2 are built in this way in [55] by
using conformal symmetry to pick the frame

xµ1 =

(
1 +

z1 + z2
2

,
z1 − z2

2
, 0, 0

)
, xµ2 = (1, 0, 0, 0), xµ3 =

xµ4
x24

= 0, (3.15a)

in R4
x and R-symmetry to set

yi1 =

(
1 +

w1 + w2

2
,
w1 − w2

2
, 0, 0

)
, yi2 = (1, 0, 0, 0), yi3 =

yi4
y24

= 0, (3.15b)

in R4
y. We effectively get down from four sets of coordinates (xµj , y

i
j) to one,

xµ ≡ xµ12 =

(
z1 + z2

2
,
z1 − z2

2
, 0, 0

)
, yi ≡ yi12 =

(
w1 + w2

2
,
w1 − w2

2
, 0, 0

)
.

(3.15c)
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The invariants above are related to the u, v of (2.6) and U, V of (3.4) by

z1 =
1

2v

(
1− u− v ±

√
∆
)
, z2 =

1

2v

(
1− u− v ∓

√
∆
)
, (3.16a)

where ∆ = (1− u− v)2 − 4uv, and

U =
w1w2

(1 + w1)(1 + w2)
, V =

1

(1 + w1)(1 + w2)
. (3.16b)

However, z1, z2 and w1, w2 must be augmented with Grassmann coordinates to form
fully-fledged superconformal invariants, which may involve subtleties due to potential
singularities in the R-symmetry coordinates.

The authors of [55] carefully carry out this task by exploiting conformal and R-
symmetry to pick a frame like (3.14) and (3.15c) in superspace such that xαβ ≡
diag(z1, z2), yab ≡ diag(w1, w2) and where 3/4 of the SUSY transformations allow to
eliminate all the odd variables but θ1, θ̄1 ≡ θ, θ̄, leaving only one matrix of the form
(3.11) to deal with, X̃. In this frame, the residual 1/4 SUSY symmetry acts on X̃ as

δ

(
θ11 θ12

θ21 θ22

)
=

(
(w1 − z1)ϵ

1
1 (w2 − z1)ϵ

1
2

(w1 − z2)ϵ
2
1 (w2 − z2)ϵ

2
2

)
+ (ϵθθ), (3.17a)

δ

(
θ̄11 θ̄12

θ̄21 θ̄22

)
=

(
(w1 − z1)ϵ̄

1
1 (w2 − z1)ϵ̄

1
2

(w1 − z2)ϵ̄
2
1 (w2 − z2)ϵ̄

2
2

)
+ (ϵ̄θ̄θ̄), (3.17b)

as well as (where ϵ, ϵ̄ are the sl(2) invariant tensors)

δzi = ϵi aθ̄
ai + θiaϵ̄a i, δwi = −ϵ̄2 αθ

αi + θ̄iαϵβ i, i = 1, 2. (3.17c)

Using (3.17) one then finds that the quantities

ẑ1 ≡ z1 −
θ11θ̄11

w1 − z1
− θ12θ̄21

w2 − z1
+O((θ)4) (3.18a)

ẑ2 ≡ z2 −
θ21θ̄12

w1 − z2
− θ22θ̄22

w2 − z2
+O((θ)4) (3.18b)

ŵ1 ≡ w1 −
θ11θ̄11

w1 − z1
− θ21θ̄12

w1 − z2
+O((θ)4) (3.18c)

ŵ2 ≡ w2 −
θ12θ̄21

w2 − z1
− θ22θ̄22

w2 − z2
+O((θ)4) (3.18d)

satisfy δẑi = δŵi = 0 for i = 1, 2. These are thus the (linearized) superconformal
completions of the bosonic ratios z1, z2, w1, w2.

2. The second approach for constructing 4-point superconformal invariants was pointed
out in [58], where the authors identified z1, z2, w1, w2 as the eigenvalues of the 4-point
superspace convariant matrix

X ≡ X12X
−1
23 X34X

−1
41 ,

whose superconformal completions (3.18) are then obtained as perturbations around
z1, z2, w1, w2; see Appendix A of [55] for a review.
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The two approaches above are strictly equivalent and we thus interchangeably use both
point of views in the following to derive the 2-point superconformal invariants in a SCFT
with defects. For this we use the method of images [59] to regard a 2-point correlator ⟨O1O2⟩
in the presence of a boundary as the 4-point correlator in an ancillary CFT obtained by
mirroring the operators along the defect, see Figure 2. This situation corresponds to setting

boundary

≈

x⃗ ∈ R3

x⊥ ≥ 0

Ôδ

O∆1(x1)

O∆2(x2)

x⃗ ∈ R3

x⊥ ∈ R

O∆1
2

(x1)

O∆2
2

(x2)

O∆1
2

(x3)

O∆2
2

(x4)

= =
~~

Ôδ

ancillary CFT

Figure 2. The method of images for a boundary CFT (BCFT) with two bulk and one boundary
operators. The BCFT correlator on upper half-space x⊥ ≥ 0 (left) is equivalent to the corresponding
ancillary CFT correlator on the full space (right).

x3,⊥ = −x1,⊥ and x4,⊥ = −x2,⊥ in (2.6), which in turn yields z1 = z2 ≡ z in (3.16a). The
relevant set of invariants to consider for the 2-point function of primary operators in the
presence of a boundary are thus z, w1, w2.8 Note that these are equivalent to the quantities
ξ, σ, σ̄ of (3.6) and (3.7) upon performing the change of variables [60]

ξ =
(z − 1)2

4z
, σ + σ̄ =

1

2

(
√
w1w2 +

1
√
w1w2

)
, σ̄ − σ =

1

2

(√
w1

w2
+

√
w2

w1

)
. (3.19)

The bosonic invariants z, w1, w2 are also obtained in [1] as the eigenvalues of the matrix

Z ≡ (1− Y+1)(Y−1 − 1), Y|(3.14) = X2X
−1
1 . (3.20)

Again, these should be augmented with Grassmann variables to be fully-fledged supercon-
formal invariants. In the next section, we turn our attention to the consequences of adding
a defect operator to our theory for the bootstrap program.

3.4 Revisiting the Bootstrap

While (2.9) required at least 4-point correlators to motivate the ordinary bootstrap, we see
that there now already exists two different channels that can be used to bootstrap 2-point
correlation functions of bulk SPs in a SCFT with boundary: the bulk channel and the
boundary channel, both depicted in Figure 3. Spelling out the bulk channel schematically,

8We still have two R-symmetry invariants since the boundary corresponds to a line defect in R4
y [1].

– 13 –



!
=

[2j1; 2j1]
[m1,m2,m3]
∆1

[2j; 2j]
[r1,r2,r3]
∆

[2l]
[2r+,2r−]
δ

[2j2; 2j2]
[n1,n2,n3]
∆2

[2j1; 2j1]
[m1,m2,m3]
∆1

[2j2; 2j2]
[n1,n2,n3]
∆2

[2l1]
[2a+,2a−]
δ1

[2l2]
[2b+,2b−]
δ2

[2l]
[2r+,2r−]
δ

(boundary channel) (bulk channel)

Figure 3. Diagrammatic representation of the defect bootstrap equation, with the boundary
channel (left) and bulk channel (right). Each dot represents a local bulk operator while the thick
grey line represents the boundary. The superconformal representations match the notation of (3.2).

this is

[2j1; 2j̄1]
[m1,m2,m3]
∆1

⊗ [2j2; 2j̄2]
[n1,n2,n3]
∆2

blk OPE→
⊕

[2j; 2j̄]
[r1,r2,r3]
∆

blk 1pt→ [2l]
[2r+,2r−]
δ (3.21a)

⟨O1O2⟩⇝
∑
χblk

λ12O⟨O(y)⟩⇝
∑
χblk

λ12OaO, (3.21b)

where the sum runs over all SPs (and descendant thereof) O ∈ [2j; 2j̄]
[r1,r2,r3]
∆ in a set χblk

of suitable SMs to be determined shortly. For the boundary channel,

[2j1; 2j̄1]
[m1,m2,m3]
∆1

⊗ [2j2; 2j̄2]
[n1,n2,n3]
∆2

BOE2

→
(⊕

[2l1]
[2a+,2a−]
δ1

)
⊗
(⊕

[2l2]
[2b+,2b−]
δ2

)
bdy 2pt→

⊕
[2l]

[2r+,2r−]
δ (3.22a)

⟨O1O2⟩⇝ ⟨
∑
χbdy

µ1Ô1
Ô1 ⊗

∑
χbdy

µ2Ô2
Ô2⟩⇝

∑
χbdy

µ1Ô1
µ2Ô2

Fδ1δ2H[a+,a−][b+,b−] (3.22b)

where the sum runs this time over all SPs (and descendants thereof) Ô1 ∈ [2l1]
[2a+,2a−]
δ1

and

Ô2 ∈ [2l2]
[2b+,2b−]
δ2

in a set χbdy of suitable SMs. Clearly, χblk will be the set of all psu(2, 2|4)
SMs admitting states with a non-zero 1-point function such that the second arrow of (3.21)
holds. These are found to be [1]

χblk ∈
{
1, B1B̄1[0; 0]

[0,2n,0]
2n , B1B̄1[0; 0]

[2m,2n,2m]
2n+4m , LL̄[0; 0]

[2m,2n,2m̄]
∆

}
(3.23)

for n,m, m̄ ∈ N∗. Besides the identity 1, these are 1
2 -BPS, 1

4 -BPS and long psu(2, 2|4)
SMs respectively [41]. Along the boundary channel, the representations are contrained to
descend from osp(4|4) SPs that can result from the branching of psu(2, 2|4) → osp(4|4)
such that the first arrow of (3.22) holds. These are [1]

χbdy ∈
{
1̂, B1[0]

[2k,0]
k , B1[0]

[0,2k]
k B1[0]

[2k+,2k−]
k++k−

, L[0]
[2k+,2k−]
δ

}
(3.24)

where k, k± ∈ Z>0 and k+k− ̸= 0. ∆ and δ are constrained by the unitarity bounds. Besides
1̂, these correspond to two 1

2 -BPS, one 1
4 -BPS and a long osp(4|4) SM respectively [41].

The sets (3.23) and (3.24) were also derived in [1] with the tools introduced in Section 3.3.
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3.5 Superblock Decomposition

We are now ready to apply all these concepts to derive the superblock decomposition of the
2-point correlation function of two scalar 1

2 -BPS operators of the form (1.1) in d = 4, N = 4

SYM with a 1
2 -BPS boundary defect. Starting in the bulk, we use the 2-point function (3.5)

as well as (3.21) and (3.23) to write

⟨W∆1W∆2⟩ =
∑
χblk

aχblk

∑
(∆,[r1,r2,r3])

c(∆,[r1,r2,r3])F
blk,∆
∆1∆2

Hblk,[r1,r2,r3]
∆1∆2

, (3.25)

where we introduced the shorthand notation (∆, [r1, r2, r3]) ≡ [0; 0]
[r1,r2,r3]
∆ for representa-

tions belonging to each SM of (3.23), c(∆,[r1,r2,r3]) are coefficients to be determined and

Fblk,∆
∆1∆2

(x1, x2) ≡
1

(2x1,⊥)∆1(2x2,⊥)∆2
× ξ−

∆1+∆2
2 fblk

∆ (ξ), (3.26a)

Hblk,[r1,r2,r3]
∆1∆2

(u1, u2) ≡ (u1 · ū1)
∆1
2 (u2 · ū2)

∆2
2 × σ

∆1+∆2
2 hblk[r1,r2,r3]

(σ, σ̄), (3.26b)

with ξ as in (3.6), σ, σ̄ as in (3.7), fblk
∆ ,hblk

[r1,r2,r3]
conformal and R-symmetry blocks respec-

tively for the representation O ∈ (∆, [r1, r2, r3]), and the factors of ξ and σ taken out for
convenience. Moving on to the boundary channel, we use (3.22) and (3.24) to write

⟨W∆1W∆2⟩ =
∑
χbdy

µ∆1χbdyµ∆2χbdy

∑
(δ,[r+,r−])

c(δ,[r+,r−])F
bdy,δ
∆1∆2

Hbdy,[r+,r−]
∆1∆2

(3.27)

where we introduced the shorthand notation (δ, [r+, r−]) ≡ [0]
[2r+,2r−]
δ for representations

belonging to each SM of (3.24), c(δ,[r+,r−]) are coefficients to be determined and

Fbdy,δ
∆1∆2

(x1, x2) ≡
fbdy
δ (ξ)

(2x1,⊥)∆1(2x2,⊥)∆2
, (3.28a)

Hbdy,[r+,r−]
∆1∆2

(u1, u2) ≡ (u1 · ū1)
∆1
2 (u2 · ū2)

∆2
2 hbdyr+ (σ, σ̄)hbdyr− (σ, σ̄). (3.28b)

Above fbdy
δ is the conformal block for Ô ∈ (δ, [r+, r−]), while the R-symmetry blocks split

into hbdy
r± since the boundary R-symmetry is su(2)+ ⊕ su(2)−. They only depend on the

invariants ξ and σ, σ̄ respectively. Having set up the conceptual tools needed to bootstrap
our theory, we derive the ingredients entering the bootstrap equations next.

4 Derivation of the Bootstrap Equations

4.1 Solving for the Superblocks

Our task is now to specify all the building blocks of (3.25) and (3.27) before requiring that
both match. We start by deriving expressions for the superblocks of (3.26) and (3.28).
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4.1.1 Bulk Superblocks

The bulk conformal group is SO(5, 1). A differential equation for fblk
∆ can be derived by

acting with the SO(5, 1)-Casimir on (3.26a) in embedding space,

C
(1,2)
SO(5,1)F(P1, P2) =

1

2

(
L(1)MN + L(2)MN

)(
L
(1)
MN + L

(2)
MN

)
F(P1, P2)

=
1

2

(
PM
1

∂

∂P1,N
− PN

1

∂

∂P1,M
+ PM

2

∂

∂P2,N
− PN

2

∂

∂P2,M

)
×
(
P1,M

∂F
∂PN

1

− P1,N
∂F
∂PM

1

+ P2,M
∂F
∂PN

2

− P2,N
∂F
∂PM

2

) (4.1)

where we abbreviated Fblk,∆
∆1∆2

(P1, P2) ≡ F(P1, P2) for convenience. This computation is
sketched in Appendix B.1. We find the ordinary differential equation (ODE)

4ξ2(1 + ξ)∂2f(ξ) + 2ξ [2(1 + ξ)(1 + ∆1 +∆2)− 4)] ∂f(ξ)

+ [(∆−∆1 −∆2)(∆ +∆1 +∆2 − 4)− 4∆1∆2ξ] f(ξ) = 0

for f(ξ) ≡ ξ−
∆1+∆2

2 fblk
∆ (ξ), with solution

fblk
∆ (ξ) = (4ξ)

∆
2 2F1

(
∆+∆1 −∆2

2
,
∆−∆1 +∆2

2
,∆− 1;−ξ

)
, (4.2)

where 2F1 is the hypergeometric function. We proceed in a similar fashion to determine
hblk
[r1,r2,r3]

. The bulk R-symmetry is SO(6) so we act with its Casimir on (3.26b),

C
(1,2)
SO(6)H(u1, u2) =

1

2

(
L(1)MN + L(2)MN

)(
L
(1)
MN + L

(2)
MN

)
H(u1, u2) (4.3)

for H(u1, u2) ≡ Hblk,[r1,r2,r3]
∆1∆2

(u1, u2). The computation is akin to that of Appendix B.1 and
performed in Appendix B.2. We find the ODE[(

2∑
i=1

wi(wi − 1)2∂2
wi

)
+ k(w1, w2)∂w1 + k(w2, w1)∂w2

]
hblk
[r1,r2,r3]

= C[r1,r2,r3]h
blk
[r1,r2,r3]

(4.4)
where

k(w1, w2) =

(
w1(w1 − 1)

w1 − w2
+

w1 − 1

w1w2 − 1
− 2

)
(w1 − 1),

C[2m,2n,2m] = 2
(
n2 + 2n(m+ 1) +m(2m+ 3)

)
for R = [2m, 2n, 2m].

Note that (4.4) admits a closed-form solution for R = [0, 2n, 0] or [2m, 0, 2m] only [1].

4.1.2 Boundary Superblocks

Next, we move on to the boundary channel where the Euclidean conformal group is SO(4, 1).
Like in the bulk, a differential equation for fbdy

δ is obtained by inserting the SO(4, 1)-Casimir
where our OPE projector was, i.e. this time between the two operators,

⟨W∆1(P1, U1)C
(P2)
SO(4,1)W∆2(P2, U2)⟩.
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Acting with C
(P2)
SO(4,1) on (3.28a) seen as a function of P2 only, we compute

C
(P )
SO(4,1)F(P ) =

1

2

(
PA ∂

∂PB
− PB ∂

∂PA

)(
PA

∂F(P )

∂PB
− PB

∂F(P )

∂PA

)
(4.5)

where F(P ) ≡ Fbdy,R
δ1δ2

(P1, P ) above for brevity. This is carried out in great detail in
Appendix B.3. We find the ODE

ξ(1 + ξ)∂2fbdy
δ (ξ) +

3

2
(1 + 2ξ)∂fbdy

δ (ξ)− δ(δ − 1)fbdy
δ (ξ) = 0

with suitable solution given by the hypergeometric function

fbdy
δ (ξ) = (4ξ)−δ

2F1

(
δ, δ − 1, 2δ − 2;−ξ−1

)
. (4.6)

Lastly, since the boundary R-symmetry is SO(4) ∼= SO(3)+ ⊕ SO(3)− we may solve for
either of hbdyr± (σ±) by making the change of variables

(σ, σ̄) 7→ (σ+, σ−) ≡ (σ + σ̄, σ − σ̄) (4.7)

and using the corresponding SO(3)±-Casimir on (3.28b) (seen as a function of u2 only). As
shown in Appendix B.4, this yields the ODE(

w2∂2
w +

2w2

w − w−1
∂w

)
hbdy
k (w) = k(k + 1)hbdy

k (w)

whose solution is
hbdy
k (w) = w−k

2F1

(
1

2
,−k;

1

2
− k;w2

)
.

4.2 Contributing Supermultiplets

Next, we need to figure out which representations (∆, [r1, r2, r3]) and (δ, [r+, r−]) to include
in the sums of (3.25) and (3.27) respectively. We follow [41, 61] to generate the SMs of
(3.23) and (3.24), employing the Racah-Speiser algorithm9 to decompose tensor products
of superconformal representations and restricting to scalars. In [1] the authors employ
instead the superconformal characters of Dolan [62, 63]. We find that while RS spits out
more contributing representations, there is no apparent tension between the two approaches
since all the excess coefficients that arise from RS are set to 0 by the superconformal Ward
identities of Section 4.3 (see Appendices C.3 and D).

4.2.1 Bulk Channel

Starting in the bulk channel, we generate the full set of superconformal representations of
a given SM of (3.23) by acting with the Q’s and Q̄’s on its superprimary and imposing
the relevant shortening conditions at each level. Out of all the representations descending
from a given superprimary, we only need to retain diagonal representations for the OPE
of two chiral operators [61], which arise from the action of an equal number of Q’s and

9We refer the reader to Appendix A.3 of [41] for a summary of the Racah-Speiser algorithm.

– 17 –



Q̄’s.10 Since (1.1) are scalar operators, we also further restrict to scalar representations
(j ≡ j̄ ≡ 0). This procedure is outlined in Appendix C.1 and shows that (3.25) features
the representations

[0; 0]
[r1,r2,r3]
∆ ∈ {(2n, [0, 2n, 0]), (2n− 4, [0, 2n+ 4, 0])} for χblk = B1B̄1[0; 0]

[0,2n,0]
2n . (4.8)

The cases χblk = B1B̄1[0; 0]
[2m,2n,2m]
2n+4m or LL̄[0; 0]

[2m,2n,2m̄]
∆ are more involved; we refer the

reader to [1]. In the interest of completeness, we also describe in Appendix C.2 how to use
the Mathematica package LieART [64] to construct the full B1B̄1[0; 0]

[0,2,0]
2 supermultiplet.

4.2.2 Boundary channel

Moving on to the boundary channel, we repeat the same steps as for the bulk channel, acting
this time with all the Q’s on the superprimaries of all SMs in (3.24), enforcing the relevant
shortening conditions at each level and selecting only scalars (l ≡ 0) at the end. This is
done in great detail in Appendix C.3 and shows that (3.27) features the representations

[0]
[2r+,2r−]
δ ∈

{
[0]

[2k,0]
k , [0]

[2k−2,2]
k+1 , [0]

[2k−4,0]
k+2

}
for χbdy = B1[0]

[2k,0]
k ,

[0]
[2r+,2r−]
δ ∈

{
[0]

[0,2k]
k , [0]

[2,2k−2]
k+1 , [0]

[0,2k−4]
k+2

}
for χbdy = B1[0]

[0,2k]
k ,

and we refer the reader to Appendix C.3 for the cases χbdy = B1[0]
[2k+,2k−]
k++k−

and L[0]
[2k+,2k−]
δ .

4.3 Superconformal Ward Identities

We now have knowledge of all the ingredients needed to write out the full bulk and bound-
ary channel expansions (3.25) and (3.27); it only remains to fix the relative coefficients
c(∆,[r1,r2,r3]) and c(δ,[r+,r−]) for the representations obtained in Section 4.2. This can be
achieved by solving either of the superconformal Ward identities (WI)(

∂w1 +
1

2
∂z

)
F

blk/bdy
∆1∆2

∣∣∣∣
w1=z

!
= 0 and

(
∂w2 +

1

2
∂z

)
F

blk/bdy
∆1∆2

∣∣∣∣
w2=z

!
= 0 (4.9)

both in the bulk and in the boundary. Above we isolated the full superconformal blocks

Fblk
∆1∆2

(z, w1, w2) ≡
∑
χblk

aχblk

∑
(∆,[r1,r2,r3])

c(∆,[r1,r2,r3])Ω
∆1+∆2

2 fblk
∆ (z)hblk

r1,r2,r3]
(w1, w2) (4.10a)

out of (3.25) in the bulk, with Ω ≡ σ/ξ, (3.19) and

Fbdy
∆1∆2

(z, w1, w2) ≡
∑
χbdy

µ∆1χbdyµ∆2χbdy

∑
(δ,[r+,r−])

c(δ,[r+,r−])

× fbdy
δ (z)hbdy

r+ (w1, w2)h
bdy
r− (w1, w2) (4.10b)

out of (3.27) in the boundary channel. Like (3.3), these do not depend on any of the
kinematic variables x1, x2 nor R-symmetry variables u1, u2 but rather only on the set of
conformal and R-symmetry invariants, which is here {z, w1, w2} as introduced in Section 3.3.

10The need for diagonal representations stems from the requirement that the corresponding operators be
uncharged under the U(1)Y parametrizing the embedding of osp(4|4), mentioned in Section 3.3 [1].
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Derivation The conditions in (4.9) are derived by demanding that (4.10) remain well-
behaved under superconformal symmetry. Specifically, their supersymmetrization should
not introduce any poles when w1 or w2 approaches z. We now outline this derivation,
following and adapting the approach of [55] for four-point Ward identities in d = 4, N = 4

theories. In Section 3.3, we argued that the conformal invariant for a two-point correlation
function in the presence of a boundary simplifies to z1 = z2 ≡ z. Building on this, we
observe that the superconformal completions (3.18) become singular when either w1 → z

or w2 → z. Without loss of generality, we focus on the case w1 ̸= w2 and take w1 → z in
the following discussion. Supersymmetrizing the full superconformal blocks (4.10) amounts
to ensuring that they satisfy the linearized SUSY transformation

F
blk/bdy
∆1∆2

(ẑ, ŵ1, ŵ2) = F
blk/bdy
∆1∆2

(z, w1, w2)

+ (∆z∂z +∆w1∂w1 +∆w2∂w2)F
blk/bdy
∆1∆2

(z, w1, w2) (4.11)

where ∆z ≡ ẑ − z, ∆wi ≡ ŵi − wi, and from (3.18) we read off

∆z ≡ − θ11θ̄11

w1 − z
− θ12θ̄21

w2 − z
+O((θ)4), ∆w1 ≡ − θ11θ̄11

w1 − z
− θ21θ̄12

w1 − z
+O((θ)4).

Picking up the singular terms in (4.11) only, we have as w1 → z

F
blk/bdy
∆1∆2

(ẑ, ŵ1, ŵ2) ∼ F
blk/bdy
∆1∆2

−
[
θ11θ̄11

w1 − z
∂z +

(
θ11θ̄11

w1 − z
+

θ21θ̄12

w1 − z

)
∂w1

]
F

blk/bdy
∆1∆2

. (4.12)

The final simplification comes from noting that the defect introduces parity-symmetry P
of θ, θ̄ by reflection along x⊥ = 0 in Figure 2. Since Pθ1b 7→ θ2b, P θ̄ȧ1 7→ θ̄ȧ2 and P2 = 1,
we have θ11θ̄11

P∼ θ12θ̄21 and (4.12) factorizes,11

F
blk/bdy
∆1∆2

(ẑ, ŵ1, ŵ2) ∼ F
blk/bdy
∆1∆2

(z, w1, w2)−
θ11θ̄11

w1 − z
(∂z + 2∂w1)F

blk/bdy
∆1∆2

(z, w1, w2).

To ensure that the superconformal block F
blk/bdy
∆1∆2

(ẑ, ŵ1, ŵ2) is well-defined and free of any
harmonic singularities, we thus require(

∂w1 +
1

2
∂z

)
F

blk/bdy
∆1∆2

(z, w1, w2)

∣∣∣∣
w1=z

!
= 0.

This is the first of (4.9). The superconformal WI for w2 → z is obtained similarly.

One may now ultimately use (4.9) to solve for the coefficients c(∆,[r1,r2,r3]) and c(δ,[r+,r−]) and
thereby complete the bootstrap analysis. The steps are carried out explicitly in Appendix D
for the boundary channel, where we proceed perturbatively using Mathematica.

11Credit for this observation goes to Menglei Tian [65].
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5 Conclusion

In this work, we reviewed the bootstrap program for superconformal field theories (SCFTs)
in the presence of defects, with a particular focus on 1

2 -BPS boundary defects in N = 4 SYM.
Utilizing superspace techniques, we fully leveraged superconformal symmetry to derive the
complete superblock expansion for two-point correlation functions. This framework not only
enhances our understanding of supersymmetric gauge theories but also provides a robust
foundation for exploring holographic dualities and advancing theoretical applications.

Outlook A compelling direction for future research is the extension of these techniques
to other SCFTs, particularly Aharony-Bergman-Jafferis-Maldacena (ABJM) theory [66].
As a three-dimensional SCFT with N = 6 supersymmetry, ABJM is dual to M-theory
on AdS4 × S7/Zk, serving as a lower-dimensional counterpart to N = 4 SYM. Defects in
ABJM, such as those involving a Nahm pole (codimension-1), have been explored from the
perspective of integrability [67–69], while recent advances have examined supersymmetric
boundary conditions [70] and the operator spectrum in 1

2 -BPS domain walls [71]. These
studies lay the groundwork for extending defect bootstrap techniques to ABJM, enabling
the exploration of its defect CFT in a manner analogous to the work presented here.

A promising next step would thus be to derive the superblock expansion for the com-
plete set of two-point functions involving chiral primary operators in ABJM theory. This
would deepen our understanding of operator dynamics, structure constants, and the in-
tricate interplay between supersymmetry and holography in lower dimensions. Such an
extension would provide new insights into the rich structure of SCFTs and their dualities,
building on the methodology established for N = 4 SYM in [1] and reviewed in these notes.
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A Elements of Conformal Field Theory

General quantum field theories (QFTs) admit the Poincaré group as the symmetry group
of relativistic field theory in flat space, whose general transformation is of the form

xµ 7→ Λµ
νx

ν + aµ

with Λµ
ν describing Lorentz transformations and aµ a spacetime translation. A special class

of QFTs are conformal field theories (CFTs), which enjoy additional spacetime symmetries
under conformal transformations. The latter are the angle-preserving transformations and
allow to place strong additional constraints on the theory. Given that

θuv = arccos
gµν(x)u

µvν

|gµν(x)uµuν ||gµν(x)vµvν |
is the angle between two spacetime vectors uµ and vµ at a point xµ in spacetime, conformal
transformations must act on the metric gµν as

gµν(x) 7→ Ω(x)2gµν(x) (Weyl transformation) (A.1)

with Ω a position-dependent scale factor. For an infinitesimal transformation parametrized
by ϵµ and Ω2(x) ≈ 1 + ω(x) we find the corresponding Killing vectors as

Lϵηµν = ∂µϵν + ∂νϵµ
!
= ω(x)ηµν , (A.2)

where we exploited Weyl invariance to rescale the metric to the flat Minkowski metric ηµν .
After taking a trace to solve for ω and performing some algebra, one arrives at the equation

∂µ∂µϵν =
1

d
(2− d)∂ν∂σϵ

σ

with d the spacetime dimension. The case d = 2 appears as an obvious special case, which
is discussed in detail eg. in [6] but will not concern us here. Assuming d > 2 in what follows,
the most general solution to this equation writes

ϵµ(x) = aµ + ωµ
νx

ν︸ ︷︷ ︸
Poincaré

+ λxµ︸︷︷︸
dilatations

+ bµx2 − 2xµb · x︸ ︷︷ ︸
SCT

.

We see that they contain the Poincaré transformations,12 enhanced by infinitesimal dilata-
tions parametrized by λ, as well as special conformal transformations (SCT) parametrized
by bµ.13 The conformal generators are

Pµ (translations), Mµν (Lorentz transformations), D (dilatations), Kµ (SCTs)

and their algebra is found to be isomorphic to so(d, 2) in Lorentzian signature or so(d+1, 1)

in Euclidean signature.14 In Lorentzian signature, we have schematically

[Mµν ,Mρσ], [Mµν , Pρ] ∼ Poincaré algebra, [Mµν ,Kρ] ∼ vector, [Mµν , D] ∼ scalar, (A.3a)

[D,Pµ] = Pµ, [D,Kµ] = −Kµ (A.3b)

[Pµ,Kν ] = 2(gµνD −Mµν) (closure). (A.3c)
12After all, these are the isometries of flat space satisfying the conformal Killing equation (A.2) for ω ≡ 0.
13These can also be thought of as translations conjugated by an inversion of the form xµ → xµ/x2.
14For flat space of signature (m,n), m+ n = d, the conformal group is isomorphic to so(m+ 1, n+ 1).
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We see that P and K act as raising and lowering operators for the dilatation operator
respectively. This will play an important role in what follows.

States in A CFT To think about the different states of a quantum theory, one needs
to choose a foliation of spacetime and define the evolution between different leaves [33]. In
Poincaré invariant theories, the foliation is usually done along surfaces of equal time, while
the exponentiation of the Hamiltonian P 0 gives the unitary evolution operator

U = eiP
0∆t

and the states living on these surfaces can be characterized by their momenta Pµ|k⟩ = kµ|k⟩.
There is however another convenient choice that one can perform in a CFT, where we want
to describe states created by insertions of local operators: we foliate the spacetime along
spheres of various radii and the evolution operator now involves the dilatation operator

U = eiD∆t.

This is called radial quantization, and will always be assumed in the following. In this
scheme, operators in correlation functions are ordered so that those inserted at larger radial
distance are moved to the left. This change of foliation is akin to a Wick rotation from a
Lorentzian signature to an Euclidean theory, where time is now identified with the radial
coordinate, the states living on the spheres are classified according to their so(1, 1) scaling
dimension ∆ ∈ R and so(d) spin J ∈ Z≥0/2. The conformal generators now satisfy

D† = D, P †
µ = Kµ, K†

µ = Pµ, M †
µν = Mνµ.

Physical representations should have an energy spectrum bounded from below. From (A.3b)
we see that there must therefore exist a highest-weight state |∆, J⟩ such that

D|∆, J⟩ = ∆|∆, J⟩, Mµν |∆, J⟩ = Σµν |∆, J⟩, Kµ|∆, J⟩ = 0, (A.4)

with the matrices Σµν corresponding to the generators of the spin J representation of so(d).
This state is called a conformal primary (CP), while states Pµ1 ...Pµn |∆, J⟩ obtained by
successive application of the momentum operator are called conformal descendants (CDs).
The set of all CDs descending from a CP (including the CP itself) forms a conformal
multiplet. Lastly, unitarity bounds on ∆ of the form ∆ ≥ ∆min(J) within a given multiplet
can be derived by requiring that the norm15 of the states be non-negative across the entire
multiplet. Long multiplets have ∆ > ∆min such that all states have positive norm, while
for ∆ = ∆min there might null states whose norm vanishes. These must be removed from
the Hilbert space, giving rise to so-called short multiplets.

Operators in a CFT Now, note that fields of a QFT may be dimensionful, while requir-
ing invariance under e.g. constant rescalings x 7→ λx would force all dimensionful quantities

15There is a natural inner product on the Hilbert space of states in radial quantization, which is inherited
from the 2-point functions of local operators through the state-operator map, see next paragraph.
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to vanish. It is thus natural to expect local operators O∆(x) built out of fields and their
derivatives to also transform under conformal transformations like

O∆(x) 7→ Ω(x)−∆(R(x) · O∆)(x) (A.5)

with Ω as in (A.1), ∆ the scaling dimension16 of the operator and R the rotational part of
the conformal transformation, i.e. a spin J rotation matrix. Infinitesimally, (A.5) means

[Pµ,O∆(x)] = ∂µO∆(x),

[Mµν ,O∆(x)] = (xν∂µ − xµ∂ν +Σµν)O∆(x),

[D,O∆(x)] = (xµ∂µ +∆)O∆(x),

[Kµ,O∆(x)] = (2xµ(x · ∂)− x2∂µ + 2∆xµ)O∆(x).

Then defining |O∆⟩ ≡ O∆(0)|0⟩ we find that this state satisfies (A.4). In light of radial
quantization, this hints that states on the sphere are generated by operator insertions inside
of the sphere. The vacuum state |0⟩ corresponds to doing nothing, and thus to inserting
the identity operator 1, while primary states stem from operators inserted at the origin.
We thus identify local operators O∆(x) in a CFT with primary states |O∆⟩, called primary
operators of weight ∆. Descendant operators are obtained by taking derivatives on O∆

in analogy to acting with the momentum operator Pµ on |O∆⟩; this is the state-operator
map. The operator-state correspondence says that all states in the theory can be created
by operators which act locally in a small neighborhood of the origin. That is to say that
the entire Hilbert space of a CFT can be thought of as living at a single point.17 All local
operators of a unitary theory must reside in unitary representations, or multiplets of the
conformal algebra. In this work we mostly focus on scalar operators (J = 0).

B Differential Equations for Superblocks

B.1 Bulk Conformal Block

We start from (4.1),

C
(1,2)
SO(5,1)F(P1, P2) =

1

2

(
L(1)MN + L(2)MN

)(
L
(1)
MN + L

(2)
MN

)
F(P1, P2)

=
1

2

(
PM
1

∂

∂P1,N
− PN

1

∂

∂P1,M
+ PM

2

∂

∂P2,N
− PN

2

∂

∂P2,M

)
×
(
P1,M

∂F
∂PN

1

− P1,N
∂F
∂PM

1

+ P2,M
∂F
∂PN

2

− P2,N
∂F
∂PM

2

)
16This coincides with their mass dimension classically but may receives corrections at the quantum level.
17The analogous thing for an ordinary QFT would be to associate a Heisenberg picture operator Φ with

the state limt→0 Φ(t)|0⟩. The biggest problem here is that now one cannot think of these as local operators
acting at a single point and spanning the full Hilbert space of the theory, and past infinity cannot be
contracted into a single point. If one always has a map from operators to states just by acting the operators
on the vacuum as above, only for CFTs does the map go the other way that, with every state corresponding
uniquely to a single local operator.
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where we abbreviated Fblk,∆
∆1∆2

(P1, P2) ≡ F(P1, P2) as in (3.26a) for notational convenience.
Expanding,

C
(1,2)
SO(5,1)F =

1

2

[
PM
1

∂

∂P1,N

(
P1,M

∂F
∂PN

1

− P1,N
∂F
∂PM

1

+ P2,M
∂F
∂PN

2

− P2,N
∂F
∂PM

2

)
−PN

1

∂

∂P1,M

(
P1,M

∂F
∂PN

1

− P1,N
∂F
∂PM

1

+ P2,M
∂F
∂PN

2

− P2,N
∂F
∂PM

2

)]
+ (1 ↔ 2).

Distributing, using the Leibniz rule while keeping in mind that Pi ·Pi = 0 and ∂PM
i
PM
i = 6

for i = 1, 2, we arrive at

C
(1,2)
SO(5,d)F(P1, P2) = (P1 · P2)

∂2F
∂P1 · ∂P2

− PM
1 PN

2

∂2F
∂PN

1 ∂PM
2

− 5P1 ·
∂F
∂P1

− PM
1 PN

1

∂2F
∂PN

1 ∂PM
1

+ (1 ↔ 2)

and finally the quadratic Casimir of SO(5, 1) in embedding space acts on F(P1, P2) as

C
(1,2)
SO(5,1)F(P1, P2) = 2(P1 · P2)

∂2F
∂P1 · ∂P2

− 2PM
1 PN

2

∂2F
∂PN

1 ∂PM
2

− 5P1 ·
∂F
∂P1

− PM
1 PN

1

∂2F
∂PN

1 ∂PM
1

− 5P2 ·
∂F
∂P2

− PM
2 PN

2

∂2F
∂PN

2 ∂PM
2

.

In embedding space, (3.26a) writes

F(P1, P2) ≡ ξ−
∆1+∆2

2
fblk∆ (ξ)

(2V · P1)∆1(2V · P2)∆2

with ξ and V defined around (3.6). We also know that the eigenvalue of of the SO(5, 1)-
Casimir in a scalar conformal multiplet with label ∆ is C̃SO(5,1) ≡ −∆(∆−4). Our equation
will then be C

(1,2)
SO(5,1)F(P1, P2) = C̃SO(5,1)F(P1, P2). With the help of Mathematica we find

4ξ2(1 + ξ)∂2f(ξ) + 2ξ [2(1 + ξ)(1 + ∆1 +∆2)− 4)] ∂f(ξ)

+ [(∆−∆1 −∆2)(∆ +∆1 +∆2 − 4)− 4∆1∆2ξ] f(ξ) = 0

for f(ξ) ≡ ξ−
∆1+∆2

2 fblk
∆ (ξ). This ODE admits two solutions in terms of hypergeometric

functions

fblk∆ (ξ) = ξ
4−∆
2 2F1

(
4−∆+∆1 −∆2

2
,
4−∆−∆1 +∆2

2
, 3−∆;−ξ

)
, (B.1)

fblk∆ (ξ) = ξ
∆
2 2F1

(
∆+∆1 −∆2

2
,
∆−∆1 +∆2

2
,∆− 1;−ξ

)
. (B.2)

To pick the right solution, we look at their asymptotics as the two bulk operators are
brought together. From (3.6) we see that limx1→x2 ξ = 0 while 2F1 → 1 in this limit. Recall
that we expect the OPE (2.8) to scale as

W∆1(x1)W∆2(x2) ∼
∑
∆

O∆(x2)

|x1 − x2|∆1+∆2−∆
+ ...︸︷︷︸

descendants

as x1 → x2, so the function f with the correct asymptotics is that of (B.2). This is precisely
(4.2), where we have inserted the constant factor 4∆/2 to match the normalisation of [1].
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B.2 Bulk R-symmetry Block

We start from (4.3),

C
(1,2)
SO(6)H(u1, u2) =

1

2

(
L(1)MN + L(2)MN

)(
L
(1)
MN + L

(2)
MN

)
H(u1, u2)

for H(u1, u2) ≡ Hblk,[r1,r2,r3]
∆1∆2

(u1, u2) as in (3.26b) and M,N = 1, ..., 6. Expanding,

C
(1,2)
SO(6)H =

1

2

[
uM1

∂

∂u1,N

(
u1,M

∂H
∂uN1

− u1,N
∂H
∂uM1

+ u2,M
∂H
∂uN2

− u2,N
∂H
∂uM2

)
−uN1

∂

∂u1,M

(
u1,M

∂H
∂uN1

− u1,N
∂H
∂uM1

+ u2,M
∂H
∂uN2

− u2,N
∂H
∂uM2

)]
+ (1 ↔ 2).

Distributing, using the Leibniz rule while keeping in mind that ui · ui = 0 and ∂uM
i
uMi = 6

for i = 1, 2, we arrive at

C
(1,2)
SO(6)H(u1, u2) = 2(u1 · u2)

∂2H
∂u1 · ∂u2

− 2uM1 uN2
∂2H

∂uN1 ∂uM2

− 5u1 ·
∂H
∂u1

− uM1 uN1
∂2H

∂uN1 ∂uM1
− 5u2 ·

∂H
∂u2

− uM2 uN2
∂2H

∂uN2 ∂uM2
.

Meanwhile, the eigenvalue of the quadratic SO(6)-Casimir operator acting on H in the
R-symmetry representation with Dynkin labels [2m, 2n, 2m] is [1, 72]

C̃[2m,2n,2m] ≡ 2[n2 + 2n(m+ 1) +m(2m+ 3)].

Ultimately we thus want to solve

C
(1,2)
SO(6)H

blk,[2m,2n,2m]
∆1,∆2

(u1, u2) = C̃[2m,2n,2m]H
blk,[2m,2n,2m]
∆1,∆2

(u1, u2)

Carrying through the Leibniz rule on the LHS, one gets a differential equation for hblk
[r1,r2,r3]

(σ, σ̄).
Equivalently, swapping the R-symmetry invariants (σ, σ̄) for those of Section 3.3 this writes[(

2∑
i=1

wi(wi − 1)2∂2
wi

)
+ k(w1, w2)∂w1 + k(w2, w1)∂w2

]
hblk
[r1,r2,r3]

(w1, w2)

= C̃[r1,r2,r3]h
blk
[r1,r2,r3]

(w1, w2)

where

k(w1, w2) =

(
w1(w1 − 1)

w1 − w2
+

w1 − 1

w1w2 − 1
− 2

)
(w1 − 1).

Unlike the bulk conformal blocks, this does not admit a closed-form solution in general,
though specific cases such as [0, 2n, 0] or [2m, 0, 2m] allow for such a solution [1].
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B.3 Boundary Conformal Block

We start from (4.5),

C
(P2)
SO(4,1)F(P2) =

1

2

(
PA
2

∂

∂P2,B
− PB

2

∂

∂P2,A

)(
P2,A

∂F(P2)

∂PB
2

− P2,B
∂F(P2)

∂PA
2

)
where F(P2) ≡ Fbdy,R

δ1δ2
(P1, P2) as in (3.28a), seen as a function of P2 only. This is time the

Casimir operator has eigenvalue C̃S0(4,1) = −δ(δ − 2) when acting on a scalar conformal
multiplet of weight δ. The differential equation in embedding space writes

C
(P2)
SO(4,1)F(P2) = −δ(δ − 2)F∆1,∆2(P2). (B.3)

With the help of Mathematica we find the LHS

C
(P2)
SO(4,1)F(P2) =

1

22+∆1+∆2(P d
1 )

2+∆1(P d
2 )

2+∆2

[
−6(P d

1 P
d
2 )

2(1 + 2ξ)∂fbdy
δ (ξ)

−
(
(1 + 2ξ)2(P d

1 P
d
2 )

2 − (P d
1 P

d
2 )

2
)
∂2fbdy

δ (ξ)
]

where we denote P d
i ≡ V · Pi. Cancelling (P d

1 P
d
2 )

2 and rewriting

(1 + 2ξ)2 − 1 = 4ξ2 + 4ξ = 4ξ(ξ + 1)

this is

C
(P2)
SO(4,1)F(P2) =

−6(1 + 2ξ)∂fbdy
δ (ξ)− 4ξ(ξ + 1)∂2fbdy

δ (ξ)

22+∆1+∆2(P d
1 )

∆1(P d
2 )

∆2

=
1

2∆1+∆2(P d
1 )

∆1(P d
2 )

∆2

(
−3

2
(1 + 2ξ)∂fbdy

δ (ξ)− ξ(ξ + 1)∂2fbdy
δ (ξ)

)
.

Meanwhile, the RHS is

−δ(δ − 2)F(P2) = −δ(δ − 2)
fbdy
δ (ξ)

2∆1+∆2(P d
1 )

∆1(P d
2 )

∆2
.

Equation (B.3) thus writes

ξ(ξ + 1)f′′(ξ) +
3

2
(1 + 2ξ)f′(ξ)− δ(δ − 2)f(ξ) = 0. (B.4)

The Casimir is acting on P2 so we are implicitly using the BOE for W∆2(x2, u2) here,
assuming x2,⊥ ≪ 1. From (3.6) we see that small x2,⊥ means large ξ. It is thus convenient
to define χ = 1/ξ and introduce g(χ) = f(1/χ) to carry out our expansion. The ODE (B.4)
becomes

χ2(1 + χ)g′′(χ)− 1

2
χ[−4(1 + χ) + 3(2 + χ)]g′(χ)− δ(δ − 2)g(χ) = 0

in terms of these new variables, which is solved by

g(χ) = χ3−δ
2F1 (2− δ, 3− δ, 4− 2δ;−χ) , (B.5)

g(χ) = χδ
2F1 (δ, δ − 1, 2δ − 4;−χ) . (B.6)
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As for the bulk case, we now look at the expected scaling when x2,⊥ → 0 to pick up the
correct solution, only this time using the BOE (3.10),

W∆2(x⃗2, x2,⊥) ∼
∑
Ô

µOÔ
Ô(x⃗2)

(2x2,⊥)∆−δ
+ ..., Ô ∈ [0]

[2r+,2r−]
δ .

The correct solution is thus (B.6). Translating it back to fbdy
δ (ξ), this is precisely (4.6),

where we have inserted the constant factor 4−δ to match the normalisation of [1].

B.4 Boundary R-symmetry Block

The boundary R-symmetry is SO(4) ∼= SO(3)+ ⊕ SO(3)−. In this section, we first argue
that we may thus solve for either of hbdyr± (σ±) by making the change of variables (4.7) and
using the corresponding SO(3)±-Casimir on H(u2) ≡ Hbdy,[r+,r−]

∆1∆2
(u1, u2) as in (3.28b), but

now viewed as a function of u2 only. As a matter of fact, let us redefine

u = v + w, ū = v − w, v = (v⃗, 0), w = (0, w⃗),

to reflect the breaking of R-symmetry into SO(3)±. Clearly, v parametrizes SO(3)+ and
w SO(3)−. We deduce

u2 = u · u = |v⃗|2 + |w⃗|2 !
= 0 ⇒ |v⃗|2 = −|w⃗|2

ui · ūi = |v⃗i|2 − |w⃗i|2 = 2|v⃗i|2 = −2|w⃗i|2

and the R-symmetry invariants (3.7) may be rewritten as

σ =
u1 · u2√

u1 · ū1
√
u2 · ū2

=
v⃗1 · v⃗2 + w⃗1 · w⃗2

2|v⃗1||v⃗2|
=

v⃗1 · v⃗2 + w⃗1 · w⃗2

2|w⃗1||w⃗2|
,

σ̄ =
u1 · ū2√

u1 · ū1
√
u2 · ū2

=
v⃗1 · v⃗2 − w⃗1 · w⃗2

2|v⃗1||v⃗2|
=

v⃗1 · v⃗2 − w⃗1 · w⃗2

2|w⃗1||w⃗2|
.

We can now substitute σ, σ̄ for σ± to get

σ+ ≡ σ + σ̄ =
v⃗1 · v⃗2
|v⃗1||v⃗2|

, σ− ≡ σ − σ̄ =
w⃗1 · w⃗2

|w⃗1||w⃗2|
.

With these redefinitions, hbdy
r± (σ±), we find that the R-symmetry block for SO(3)± has to

be a function of σ± only, hbdy
r± (σ, σ̄) ≡ hbdy

r± (σ±). When acting with, say, the Casimir of
SO(3)+ on H(u2) we actually only care about the v⃗2-dependence, so effectively in this case

H(v2) ∼ |v⃗2|∆2hbdy
r+

(σ+)

with all the remaining terms factorizing (and eventually dropping out of the differential
equation). The Casimir operator of SO(3)+ is

C
(v)
SO(3)+

=
1

2
LijLij , i, j = 1, ..., 3
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with Lij = vi ∂
∂vj

− vj ∂
∂vi

. Explicitly

C
(v)
SO(3)+

H =
1

2

(
vi

∂

∂vj
− vj

∂

∂vi

)(
vi
∂H
∂vj

− vj
∂H
∂vi

)
=

1

2
vi

∂

∂vj

(
vi
∂H
∂vj

− vj
∂H
∂vi

)
− 1

2
vj

∂

∂vi

(
vi
∂H
∂vj

− vj
∂H
∂vi

)
=

1

2

(
viδji

∂H
∂vj

+ vivi
∂2H

∂vj∂vj
− 3vi

∂H
∂vi

− vivj
∂2H

∂vj∂vi

)
− 1

2

(
3vj

∂H
∂vj

+ vjvi
∂2H

∂vi∂vj
− vjδij

∂H
∂vi

− vjvj
∂2H
∂vi∂vi

)
= −2vi

∂H
∂vi

+ vivi
∂2H

∂vj∂vj
− vivj

∂2H
∂vj∂vi

and its eigenvalue in the SO(3)± representation [k±] is k±(k± +1) [1, 72]. For convenience
we use the original SO(6) symmetry to pick a frame where

u1 = (1, 0, 0, 0, 0, i) ⇒ ū1 = (1, 0, 0, 0, 0,−i).

Then
v1 =

u1 + ū1
2

= (1, 0, 0, 0, 0, 0) ⇒ v⃗1 = (1, 0, 0) ∈ SO(3)+

and
w1 =

u1 − ū1
2

= (0, 0, 0, 0, 0, i) ⇒ w⃗1 = (0, 0, i) ∈ SO(3)−.

In particular,

σ+ =
v12
|v⃗2|

⇔ (v12)
2 = (σ+)2

(
(v12)

2 + (v22)
2 + (v32)

2
)

⇔ (v12)
2(1− (σ+)2) = (σ+)2

(
(v22)

2 + (v32)
2
)

⇔ v12 = σ+

√
(v22)

2 + (v32)
2

1− (σ+)2

and our frame is

v⃗1 = (1, 0, 0) and v⃗2 =

(
σ+

√
(v22)

2 + (v32)
2

1− (σ+)2
, v22, v

3
2

)
(B.7)

In this frame,

H(v2) ∼ |v⃗2|∆2hbdy
r+

(σ+)
∣∣∣
(B.7)

=

(
(v22)

2 + (v32)
2

1− (σ+)2

)∆2
2

hbdy
r+

(σ+)

while

C
(v2)
SO(3)+

H
∣∣∣
(B.7)

=

(
(v22)

2 + (v32)
2

1− (σ+)2

)∆2
2 (

−2σ+∂σ+hbdy
r+

− ((σ+)2 − 1)∂2
σ+h

bdy
r+

)
.

Combining the two sides and inserting the eigenvalue of the Casimir in the representation
r+ = [k], we end up with the differential equation

k(k + 1)hbdyk + 2σ+∂σ+hbdyk + ((σ+)2 − 1)∂2
σ+h

bdy
k = 0,
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whose solution is found to be a sum of Legendre polynomials. In the variables (w1, w2) of
Section 3.3, this is (

w2∂2
w +

2w2

w − w−1
∂w

)
hbdy
k (w) = k(k + 1)hbdy

k (w)

whose solution is
hbdy
k (w) = w−k

2F1

(
1

2
,−k;

1

2
− k;w2

)
.

C Finding the Contributing Representations

C.1 Bulk Channel Representations

In this Section we look at the supermultiplets descending from the superprimaries of (3.23).

• Let us start with χblk = B1B̄1[0; 0]
[0,2n,0]
2n . We generate the full 1

2 -BPS supermultiplet
by acting with all the Q’s and Q̄’s on the SP [0; 0]

[0,2n,0]
2n and imposing the shortening

conditions, keeping in mind that both Q and Q̄ are Grassmann variables. We also
argued in Section 4.2.1 that only diagonal representations should be retained. These
can be found in Table 1 of Dolan and Osborn [61] and are

level 0: [0; 0]
[0,2n,0]
2n , (superprimary)

level 1: [1; 1]
[1,2n−2,1]
2n+1 ,

level 2:
{
[2; 2]

[0,2n−2,0]
2n+2 , [0; 0]

[2,2n−4,2]
2n+2

}
,

level 3: [1; 1]
[1,2n−4,1]
2n+3 ,

level 4: [0; 0]
[0,2n,0]
2n+4 .

(C.1)

Further restricting our attention to scalar representations with j, j̄ = 0, we get pre-
cisely (4.8). The 1

2 -BPS bulk superblock of (3.25) will thus include the coefficients

c(2n,[0,2n,0]), c(2n+2,[2n,2n−4,2]), c(2n+4,[0,2n−4,0]).

Finally, we are free to rescale all coefficients w.l.o.g. by c(2n,[0,2n,0]), leaving only two
coefficients to effectively solve for later on using the Ward identities, see Section 4.3.

• Moving on to χblk = B1B̄1[0; 0]
[2m,2n,2m]
2n+4m , the 1

4 -BPS supermultiplet is generated in
the exact same way, only with different shortening conditions entering the procedure.
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The scalar diagonal representations are listed in Table 2 of [61] and read

level 0: [0; 0]
[2m,2n,2m]
4m+2n , (superprimary)

level 2:


[0; 0]

[2m−2,2n,2m−2]
4m+2n+2 , [0; 0]

[2m−2,2n+2,2m−2]
4m+2n+2 , [0; 0]

[2m−2,2n+4,2m−2]
4m+2n+2 ,

2[0; 0]
[2m−1,2n,2m−1]
4m+2n+2 , 2[0; 0]

[2m−1,2n+2,2m−1]
4m+2n+2 , [0; 0]

[2m,2n−2,2m]
4m+2n+2 ,

3[0; 0]
[2m,2n,2m]
4m+2n+2 , 2[0; 0]

[2m+1,2n−2,2m+1]
4m+2n+2 , [0; 0]

[2m+2,2n−4,2m+2]
4m+2n+2

 ,

level 4:


[0; 0]

[2m−4,2n+4,2m−4]
4m+2n+4 , 2[0; 0]

[2m−3,2n+2,2m−3]
4m+2n+4 , 3[0; 0]

[2m−2,2n,2m−2]
4m+2n+4 ,

[0; 0]
[2m−2,2n+2,2m−2]
4m+2n+4 , 2[0; 0]

[2m−1,2n−2,2m−1]
4m+2n+4 , 2[0; 0]

[2m−1,2n,2m−1]
4m+2n+4 ,

[0; 0]
[2m,2n−4,2m]
4m+2n+4 , [0; 0]

[2m,2n−2,2m]
4m+2n+4 , [0; 0]

[2m,2n,2m]
4m+2n+4

 ,

level 6: [0; 0]
[2m−2,2n,2m−2]
4m+2n+6 .

The 1
4 -BPS bulk superblock of (3.25) will thus include a coefficients for each of the

representations above, up to rescaling e.g. c(4m+2n,[2m,2n,2m]) ≡ 1. One must then
solve for the remaining coefficients using the Ward identities, see Section 4.3.

• Finally, the long supermultiplet for χblk = LL̄[0; 0]
[2m,2n,2m̄]
δ is obtained in an similar

fashion, though the procedure is more tedious. They can be found in [1], where a
limiting relation between 1

4 -BPS and long blocks is also exhibited.

C.2 Working out the B1B̄1[0; 0]
[0,2,0]
2 supermultiplet with LieART

In this section, we show how to use LieART [64] to generate the full 1
2 -BPS supermultiplet

(C.1) with n = 1, B1B̄1[0; 0]
[0,2,0]
2 , We start by definining the superprimary [0; 0]

[0,2,0]
2 , which

we call PrimaryRep.

Next, we define the supercharge Q ∈ [1; 0]
[1,0,0]
1
2

and similarly Q̄ ∈ [0; 1]
[0,0,1]
1
2

.

Then acting at level 1 with Q and Q̄ one gets
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From this we learn

Q : [1; 0]
[1,0,0]
1
2

⊗ [0; 0]
[0,2,0]
2 = [1; 0]

[0,1,1]
5
2

⊕ [1; 0]
[1,2,0]
5
2

,

Q̄ : [0; 1]
[0,0,1]
1
2

⊗ [0; 0]
[0,2,0]
2 = [0; 1]

[1,1,0]
5
2

⊕ [0; 1]
[0,2,1]
5
2

.

The superconformal representations in red above are precisely the null states that should
be removed from the shortening condition B1B̄1 on the superprimary [41]. The procedure
continues at level 2 and higher until we have acted with all of the Q’s and Q̄’s on [0; 0]

[0,2,0]
2 .

C.3 Boundary Channel Representations

In this Section we look at the boundary SMs of (3.24).

• Starting with χbdy = B1[0]
[2k,0]
k , we generate the full supermultiplet by acting with

the Q’s on the corresponding SP and imposing the relevant shortening conditions.
The result is displayed in Section 4.4 of [41]. We further restrict our attention to
scalar multiplets and apply the Racah-Speiser algorithm to find

level 0: [0]
[2k,0]
k (superprimary)

level 1: [0]
[2k−2,2]
k+1

level 2: [0]
[2k−4,0]
k+2

The first 1
2 -BPS superblock of (3.27) will thus feature the coefficients

c(k,[k,0]), c(k+1,[k−1,1]), c(k+2,[k−2,0]).

Rescaling c(k,[k,0]) ≡ 1, there are then only two remaining coefficients to solve for using
the superconformal Ward identities, see Section 4.3.
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• The exact same steps can be applied to generate the second 1
2 -BPS supermultiplet of

(3.23), when χbdy = B1[0]
[0,2k]
k . We find

level 0: [0]
[0,2k]
k (superprimary)

level 1: [0]
[2,2k−2]
k+1

level 2: [0]
[0,2k−4]
k+2

The second 1
2 -BPS superblock of (3.27) will thus feature the coefficients

c(k,[0,k]), c(k+1,[1,k−1]), c(k+2,[0,k−2]).

Rescaling c(k,[0,k]) ≡ 1, there are then only two remaining coefficients to solve for using
the superconformal Ward identities, see Section 4.3.

• Next, we move on to the 1
4 -BPS supermultiplet χbdy = B1[0]

[2k+,2k−]
k++k−

. Looking again
at Section 4.4 of [41] we find the following scalar representations

level 0: [0]
[2k+,2k−]
k++k−

, (superprimary)

level 1: [0]
{[2k++2,2k−−2]⊕[2k+,2k−−2]}⊕T{...}⊕[2k+,2k−]⊕[2k+−2,2k−−2]
k++k−+1 ,

level 2: [0]
{[2k+,2k−−4]⊕[2k+,2k−−2]}⊕T{...}⊕[2k+,2k−]⊕[2k+−2,2k−−2]
k++k−+2 ,

level 3: [0]
[2k+−2,2k−−2]
k++k−+3 .

(C.2)

Applying RS, representations at level 1 are all the [0]
[2r+,2r−]
k++k−+1 ones with the pairs

[2r+, 2r−] belonging to

{[2k+ + 2, 2k− − 2]⊕ [2k+, 2k− − 2]} ⊕ T{...} ⊕ [2k+, 2k−]⊕ [2k+ − 2, 2k− − 2]

= [2k+ + 2, 2k− − 2]⊕ [2k+, 2k− − 2]⊕ [2k+ − 2, 2k− + 2]⊕ [2k+ − 2, 2k−]

⊕ [2k+, 2k−]⊕ [2k+ − 2, 2k− − 2], (C.3a)

while at level 2 these are all the [0]
[2r+,2r−]
k++k−+2 ones with the pairs [2r+, 2r−] belonging

to

{[2k+, 2k− − 4]⊕ [2k+, 2k− − 2]} ⊕ T{...} ⊕ [2k+, 2k−]⊕ [2k+ − 2, 2k− − 2]

= [2k+, 2k− − 4]⊕ [2k+, 2k− − 2]⊕ [2k+ − 4, 2k−]⊕ [2k+ − 2, 2k−]

⊕ [2k+, 2k−]⊕ [2k+ − 2, 2k− − 2]. (C.3b)

The 1
4 -BPS superblock of (3.27) will thus feature a coefficient c(δ,[r+,r−]) for all the

representations listed in (C.2), up to rescaling the superprimary coefficient

c(k++k−,[k+,k−]) ≡ 1.

All the remaining coefficients can be solved for using the superconformal Ward iden-
tities, see Section 4.3. An important remark is in order: above, we highlighted in
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green the representations arising from the Racah-Speiser algorithm which that match
those in [1], where the authors derive the contributing representations using the su-
perconformal characters of Dolan [63]. There is no contradiction however, as one finds
solving the superconformal Ward identities (see Section 4.3) that the coefficients for
the black representations must all vanish.

• Finally, we look at the supermultiplet χbdy = L[0]
[2k+,2k−]
δ . We generate the the full

supermultiplet by acting with the supercharges Q’s on the SP [0]
[2k+,2k−]
δ . The result

can be found in Section 4.4 of [41]. We find

level 0: [0]
[2k+,2k−]
δ , (superprimary)

level 1: [0]
[2k+±2,2k−±2]⊕4[2k+,2k−]⊕{2[2k+±2,2k−]}⊕T{...}
δ+1 ,

level 2: [0]
{[2k+±4,2k−]⊕4[2k+±2,2k−]}⊕T{...}⊕2[2k+±2,2k−±2]⊕8[2k+,2k−]
δ+2 ,

level 3: [0]
[2k+±2,2k−±2]⊕4[2k+,2k−]⊕{2[2k+±2,2k−]}⊕T{...}
δ+3 ,

level 4: [0]
[2k+,2k−]
δ+4 .

(C.4)

Applying RS at level 1, we have the representations [0][2r+,2r−]
δ+1 for the pair [2r+, 2r−]

being an element of

[2k+ ± 2, 2k− ± 2]⊕ 4[2k+, 2k−]⊕ {2[2k+ ± 2, 2k−]} ⊕ T{...}
= [2k+ + 2, 2k− + 2]⊕ [2k+ − 2, 2k− − 2]⊕ [2k+ + 2, 2k− − 2]⊕ [2k+ − 2, 2k− + 2]

⊕ 4[2k+, 2k−]⊕ 2[2k+ + 2, 2k−]⊕ 2[2k+ − 2, 2k−]

⊕ 2[2k+, 2k− + 2]⊕ 2[2k+, 2k− − 2].

At level 2, these are [0]
[2r+,2r−]
δ+2 with [2r+, 2r−] one of

{[2k+ ± 4, 2k−]⊕ 4[2k+ ± 2, 2k−]} ⊕ T{...} ⊕ 2[2k+ ± 2, 2k− ± 2]⊕ 8[2k+, 2k−]

= [2k+ ± 4, 2k−]⊕ 4[2k+ ± 2, 2k−]⊕ [2k+, 2k− ± 4]⊕ 4[2k+, 2k− ± 2]

⊕ 2[2k+ ± 2, 2k− ± 2]⊕ 8[2k+, 2k−]

= [2k+ + 4, 2k−]⊕ [2k+ − 4, 2k−]⊕ 4[2k+ + 2, 2k−]⊕ 4[2k+ − 2, 2k−]

⊕ [2k+, 2k− + 4]⊕ [2k+, 2k− − 4]

⊕ 4[2k+, 2k− + 2]⊕ 4[2k+, 2k− − 2]

⊕ 2[2k+ + 2, 2k− + 2]⊕ 2[2k+ − 2, 2k− − 2]

⊕ 2[2k+ + 2, 2k− − 2]⊕ 2[2k+ − 2, 2k− + 2]⊕ 8[2k+, 2k−],

while at level 3 one gets [0]
[2r+,2r−]
δ+3 with [2r+, 2r−] one of

[2k+ ± 2, 2k− ± 2]⊕ 4[2k+, 2k−]⊕ {2[2k+ ± 2, 2k−]} ⊕ T{...}
= [2k+ ± 2, 2k− ± 2]⊕ 4[2k+, 2k−]⊕ 2[2k+ ± 2, 2k−]⊕ 2[2k+, 2k− ± 2]

= [2k+ + 2, 2k− + 2]⊕ [2k+ − 2, 2k− − 2]⊕ [2k+ + 2, 2k− − 2]⊕ [2k+ − 2, 2k− + 2]

⊕ 4[2k+, 2k−]⊕ 2[2k+ + 2, 2k−]⊕ 2[2k+ − 2, 2k−]

⊕ 2[2k+, 2k− + 2]⊕ 2[2k+, 2k− − 2]. (C.5a)
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The long superblock of (3.27) will thus feature a coefficient c(δ,[r+,r−]) for all the represen-
tations listed in (C.4), up to rescaling the superprimary coefficient c(δ,[k+,k−]) ≡ 1. All the
remaining coefficients can be solved for using the superconformal Ward identities, see Sec-
tion 4.3. We highlighted again in green the representations arising from the Racah-Speiser
algorithm which that match those in [1], where the authors derive the contributing rep-
resentations using the superconformal characters of Dolan [63]. One finds again that the
coefficients for the black representations must all vanish when solving the Ward identities.
We show explicitly in Appendix D how to determine the boundary channel coefficients
perturbatively using Mathematica.

D Solving the Superconformal Ward Identities

In this Section we show how to determine the boundary channel coefficients solving the Ward
identities (4.9) perturbatively in Mathematica. We focus here on the 1

4 -BPS supermultiplet,
but the same procedure can be straightforwardly generalized to the other SMs of (3.24) by
adapting the Ansatz for the superblock and the order of truncation. We start by defining the
superblocks fbdy

δ and hbdy
k as found in Section 4.1.2. The task is computationally challenging

so we also approximate the hypergeometrics 2F1 by their series

2F1(a, b, c; z) =
∞∑
n=1

(a)n(b)n
(c)n

zn

n!
, |z| < 1

where (q)n is the (rising) Pochhamer symbol. Recall that we are implicitly using the BOE
for W∆2(x2, u2) in the boundary channel, hence assuming x2,⊥ ≪ 1. From (3.6) we see that
small x2,⊥ means large ξ, so ξ−1 ≪ 1 and the series above converges. To further simplify
our task, we truncate the series to n = 4 from now on. Next we set up the Ansatz for
the superblock F, adding all coefficients found in Section C.3 for the 1

4 -BPS supermultiplet.
We also change variables from (w+, w−) to (w1, w2) using the replacement rule subswPM.
The coefficients are all gathered in a vector Coefs, numbered according to their order in
which their appear in (C.3a), (C.3b) and finally at level 3. The superprimary coefficient is
rescaled to 1 as can be seen in the definition of Flevel0.
Next, we compute the Ward identity Ward1 (4.9) for F. We here also define the Assumptions
to be taken into account when simplifying expressions later on. The RHS of (4.9) being 0,
we are free to multiply this expression to get rid of the factor of powers of parameters, which
only render the handling of expressions Mathematica more difficult. We can now simplify
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the powers of parameters appearing in newWard1 to obtain simplifiedWard1. This is done
using parallel programming.
Moving on, we further simplify our expressions by taking a series expansion in z: this
yields simplifiedWard1Series. One should keep in mind that ξ ≫ 1 corresponds to z ≪ 1

so this approach is consistent with the fact that we are in the boundary channel. One
need to be careful with the order of truncation of this series expansion here, which should
match the order of truncation of the series expansion of the hypergeometric functions above.
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Intuitively, this is because

ξ =
(z − 1)2

4z
∼ 1

z
as z → 0.

One is now finally in a position to solve the WI order by order in z and w2.

Starting at z0, we pick up the relevant coefficient eqcoef in simplifiedWard1Series. We
then pick up the coefficients of all powers of w2 in eqcoef. Requiring that they all vanish
yields a set of equations, eqsz. It only remains to solve these for the Coefs. Here we find

c1 ≡ c(k++k−+1,[k++1,k−−1]) = − 2k−
2k− − 1

,

c3 ≡ c(k++k−+1,[k+−1,k−+1]) = − 2k+
2k+ − 1

,

c5 ≡ c(k++k−+1,[k+,k−]) = 0.
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Note that c5 corresponds to one of the black representations in (C.3a) which arise from RS
but not from using superconformal characters (see discussion of Section 4.2) and it is thus
expected that it vanishes.
Repeating the same steps at the next order in z, we find that c2 = c4 = 0, which was also
expected. The procedure continues until all coefficients are fully fixed.

– 37 –



References

[1] P. Liendo and C. Meneghelli, Bootstrap equations for $\mathcal{N}=4$ SYM with defects,
Journal of High Energy Physics 2017 (Jan., 2017) 122. arXiv:1608.05126 [hep-th].

[2] G. Mack and A. Salam, Finite-component field representations of the conformal group,
Annals of Physics 53 (June, 1969) 174–202.

[3] A. M. Polyakov, Conformal symmetry of critical fluctuations, JETP Lett. 12 (1970) 381–383.

[4] A. A. Belavin, A. M. Polyakov, and A. B. Zamolodchikov, Infinite conformal symmetry in
two-dimensional quantum field theory, Nuclear Physics B 241 (July, 1984) 333–380.

[5] K. G. Wilson, The renormalization group and critical phenomena, Reviews of Modern
Physics 55 (July, 1983) 583–600. Publisher: American Physical Society.

[6] P. Di Francesco, P. Mathieu, and D. Senechal, Conformal Field Theory. Graduate Texts in
Contemporary Physics. Springer-Verlag, New York, 1997.

[7] S. Ferrara, A. F. Grillo, G. Parisi, and R. Gatto, Covariant expansion of the conformal four
-point function, Nuclear Physics B 49 (Dec., 1972) 77–98.

[8] S. Ferrara, A. F. Grillo, and R. Gatto, Tensor representations of conformal algebra and
conformally covariant operator product expansion, Annals of Physics 76 (Mar., 1973)
161–188.

[9] A. M. Polyakov, Nonhamiltonian approach to conformal quantum field theory, Zh. Eksp.
Teor. Fiz. 66 (1974) 23–42.

[10] I. T. Todorov, M. C. Mintchev, and V. B. Petkova, Conformal Invariance in Quantum Field
Theory. 1978.

[11] R. Rattazzi, V. S. Rychkov, E. Tonni, and A. Vichi, Bounding scalar operator dimensions in
4D CFT, Journal of High Energy Physics 2008 (Dec., 2008) 031–031. arXiv:0807.0004
[hep-th].

[12] D. Poland, S. Rychkov, and A. Vichi, The Conformal Bootstrap: Theory, Numerical
Techniques, and Applications, Reviews of Modern Physics 91 (Jan., 2019) 015002.
arXiv:1805.04405 [hep-th].

[13] J. M. Maldacena, The Large N Limit of Superconformal Field Theories and Supergravity,
International Journal of Theoretical Physics 38 (1999), no. 4 1113–1133.
arXiv:hep-th/9711200.

[14] N. Seiberg, Supersymmetry and non-perturbative beta functions, Physics Letters B 206 (May,
1988) 75–80.

[15] M. Ammon and J. Erdmenger, Gauge/Gravity Duality: Foundations and Applications.
Cambridge University Press, Cambridge, 2015.

[16] E. D’Hoker, S. D. Mathur, A. Matusis, and L. Rastelli, The Operator Product Expansion of
N=4 SYM and the 4-point Functions of Supergravity, Nuclear Physics B 589 (Nov., 2000)
38–74. arXiv:hep-th/9911222.

[17] G. Arutyunov, S. Frolov, and A. C. Petkou, Operator Product Expansion of the Lowest
Weight CPOs in N=4 SYM_4 at Strong Coupling, Nuclear Physics B 586 (Oct., 2000)
547–588. arXiv:hep-th/0005182.

– 38 –



[18] G. Arutyunov, S. Frolov, and A. C. Petkou, Perturbative and instanton corrections to the
OPE of CPOs in N=4 SYM_4, Nuclear Physics B 602 (May, 2001) 238–260.
arXiv:hep-th/0010137.

[19] L. Hoffmann, L. Mesref, and W. Ruehl, Conformal partial wave analysis of AdS amplitudes
for dilaton-axion four-point functions, Nuclear Physics B 608 (Aug., 2001) 177–202.
arXiv:hep-th/0012153.

[20] G. Arutyunov, B. Eden, A. C. Petkou, and E. Sokatchev, Exceptional non-renormalization
properties and OPE analysis of chiral four-point functions in N=4 SYM_4, Nuclear Physics
B 620 (Jan., 2002) 380–404. arXiv:hep-th/0103230.

[21] B. Eden and E. Sokatchev, On the OPE of 1/2 BPS Short Operators in N=4 SCFT$_4$,
Nuclear Physics B 618 (Dec., 2001) 259–276. arXiv:hep-th/0106249.

[22] F. A. Dolan and H. Osborn, Superconformal Symmetry, Correlation Functions and the
Operator Product Expansion, Nuclear Physics B 629 (May, 2002) 3–73.
arXiv:hep-th/0112251.

[23] S. Ferrara and A. Zaffaroni, Superconformal Field Theories, Multiplet Shortening, and the
AdS$_5$/SCFT$_4$ Correspondence, Sept., 1999. arXiv:hep-th/9908163.

[24] P. Heslop, The SAGEX Review on Scattering Amplitudes, Chapter 8: Half BPS correlators,
Journal of Physics A: Mathematical and Theoretical 55 (Nov., 2022) 443009.
arXiv:2203.13019 [hep-th].

[25] J. L. Cardy, Conformal invariance and surface critical behavior, Nuclear Physics B 240
(Nov., 1984) 514–532.

[26] K. Binder and D. P. Landau, Critical phenomena at surfaces, Physica A: Statistical
Mechanics and its Applications 163 (Feb., 1990) 17–30.

[27] A. Karch and L. Randall, Open and Closed String Interpretation of SUSY CFT’s on Branes
with Boundaries, Journal of High Energy Physics 2001 (June, 2001) 063–063.
arXiv:hep-th/0105132.

[28] O. DeWolfe, D. Z. Freedman, and H. Ooguri, Holography and Defect Conformal Field
Theories, Physical Review D 66 (July, 2002) 025009. arXiv:hep-th/0111135.

[29] J. Erdmenger, Z. Guralnik, and I. Kirsch, Four-Dimensional Superconformal Theories with
Interacting Boundaries or Defects, Physical Review D 66 (July, 2002) 025020.
arXiv:hep-th/0203020.

[30] O. Aharony, O. DeWolfe, D. Z. Freedman, and A. Karch, Defect Conformal Field Theory and
Locally Localized Gravity, Journal of High Energy Physics 2003 (July, 2003) 030–030.
arXiv:hep-th/0303249.

[31] D. Gaiotto and E. Witten, Supersymmetric Boundary Conditions in N=4 Super Yang-Mills
Theory, Journal of Statistical Physics 135 (June, 2009) 789–855. arXiv:0804.2902 [hep-th].

[32] N. Andrei, A. Bissi, M. Buican, J. Cardy, P. Dorey, N. Drukker, J. Erdmenger, D. Friedan,
D. Fursaev, A. Konechny, C. Kristjansen, I. Makabe, Y. Nakayama, A. O’Bannon, R. Parini,
B. Robinson, S. Ryu, C. Schmidt-Colinet, V. Schomerus, C. Schweigert, and G. Watts,
Boundary and Defect CFT: Open Problems and Applications, Oct., 2018. arXiv:1810.05697
[hep-th].

[33] S. Rychkov, EPFL Lectures on Conformal Field Theory in D>= 3 Dimensions, June, 2016.
arXiv:1601.05000.

– 39 –



[34] J. D. Qualls, Lectures on Conformal Field Theory, May, 2016. arXiv:1511.04074 [hep-th].

[35] D. Simmons-Duffin, TASI Lectures on the Conformal Bootstrap, Feb., 2016.
arXiv:1602.07982 [cond-mat, physics:hep-th].

[36] L. Eberhardt, Superconformal symmetry and representations, June, 2020. arXiv:2006.13280
[hep-th].

[37] P. A. M. Dirac, Wave Equations in Conformal Space, Annals of Mathematics 37 (1936),
no. 2 429–442. Publisher: [Annals of Mathematics, Trustees of Princeton University on
Behalf of the Annals of Mathematics, Mathematics Department, Princeton University].

[38] S. Weinberg, Six-dimensional Methods for Four-dimensional Conformal Field Theories,
Physical Review D 82 (Aug., 2010) 045031. arXiv:1006.3480 [hep-th].

[39] M. S. Costa, J. Penedones, D. Poland, and S. Rychkov, Spinning Conformal Correlators,
Journal of High Energy Physics 2011 (Nov., 2011) 71. arXiv:1107.3554 [hep-th].

[40] M. Billò, V. Gonçalves, E. Lauria, and M. Meineri, Defects in conformal field theory, Journal
of High Energy Physics 2016 (Apr., 2016) 1–56. arXiv:1601.02883 [hep-th].

[41] C. Cordova, T. T. Dumitrescu, and K. Intriligator, Multiplets of Superconformal Symmetry
in Diverse Dimensions, Dec., 2016. arXiv:1612.00809 [hep-th].

[42] M. Bertolini, Lectures on Supersymmetry, 2024.

[43] M. Nirschl and H. Osborn, Superconformal Ward Identities and their Solution, July, 2004.
arXiv:hep-th/0407060.

[44] D. M. McAvity and H. Osborn, Conformal Field Theories Near a Boundary in General
Dimensions, Nuclear Physics B 455 (Sept., 1995) 522–576. arXiv:cond-mat/9505127.

[45] P. Liendo, L. Rastelli, and B. C. van Rees, The Bootstrap Program for Boundary CFT_d,
Journal of High Energy Physics 2013 (July, 2013) 113. arXiv:1210.4258 [hep-th].

[46] A. Gimenez Grau, Topics in the Superconformal and Defect Conformal Bootstrap. PhD
Thesis, U. Hamburg (main), University of Hamburg, Hamburg U., 2022.

[47] A. Chalabi, Exact methods for defects in conformal field theory. phd, University of
Southampton, Jan., 2023.

[48] S. J. Gates, ed., Superspace: or one thousand and one lessons in supersymmetry. No. 58 in
Frontiers in physics. Benjamin/Cummings, Reading, Mass., 1983.

[49] A. Galperin, E. Ivanov, S. Kalitzin, V. Ogievetsky, and E. Sokatchev, Unconstrained N=2
matter, Yang-Mills and supergravity theories in harmonic superspace, Classical and Quantum
Gravity 1 (Sept., 1984) 469.

[50] A. Galperin, E. Ivanov, V. Ogievetsky, and E. Sokatchev, HARMONIC SUPERSPACE:
KEY TO N=2 SUPERSYMMETRY THEORIES, JETP Lett. 40 (1984) 912–916.

[51] P. S. Howe and G. G. Hartwell, A Superspace survey, Class. Quant. Grav. 12 (1995)
1823–1880.

[52] A. S. Galperin, E. A. Ivanov, V. I. Ogievetsky, and E. S. Sokatchev, Harmonic superspace.
Cambridge Monographs on Mathematical Physics. Cambridge University Press, 2007.

[53] G. G. Hartwell and P. S. Howe, (N,p,q) Harmonic Superspace, Jan., 1995.
arXiv:hep-th/9412147.

– 40 –



[54] P. Howe and P. West, Non-Perturbative Green’s Functions in Theories with Extended
Superconformal Symmetry, International Journal of Modern Physics A 14 (July, 1999)
2659–2674. arXiv:hep-th/9509140.

[55] F. A. Dolan, L. Gallot, and E. Sokatchev, On Four-Point Functions of Half-BPS Operators
in General Dimensions, Journal of High Energy Physics 2004 (Sept., 2004) 056–056.
arXiv:hep-th/0405180.

[56] R. Doobary and P. Heslop, Superconformal partial waves in Grassmannian field theories,
Journal of High Energy Physics 2015 (Dec., 2015) 1–57. arXiv:1508.03611 [hep-th].

[57] P. Liendo, C. Meneghelli, and V. Mitev, On correlation functions of BPS operators in $3d$
$\mathcal{N}=6$ superconformal theories, Communications in Mathematical Physics 350
(Feb., 2017) 387–419. arXiv:1512.06072 [hep-th, physics:math-ph].

[58] P. J. Heslop and P. S. Howe, Four-point functions in N=4 SYM, Journal of High Energy
Physics 2003 (Jan., 2003) 043–043. arXiv:hep-th/0211252.

[59] T. Nishioka, Y. Okuyama, and S. Shimamori, Method of images in defect conformal field
theories, Dec., 2022. arXiv:2205.05370.

[60] J. Baerman, Correlation Functions in SUSY Gauge Theories With Defects, May, 2024.

[61] F. A. Dolan and H. Osborn, On Short and Semi-Short Representations for Four Dimensional
Superconformal Symmetry, Annals of Physics 307 (Sept., 2003) 41–89.
arXiv:hep-th/0209056.

[62] F. A. Dolan, Character Formulae and Partition Functions in Higher Dimensional Conformal
Field Theory, Journal of Mathematical Physics 47 (June, 2006) 062303.
arXiv:hep-th/0508031.

[63] F. A. Dolan, On Superconformal Characters and Partition Functions in Three Dimensions,
Journal of Mathematical Physics 51 (Feb., 2010) 022301. arXiv:0811.2740 [hep-th].

[64] R. Feger, T. W. Kephart, and R. J. Saskowski, LieART 2.0 – A Mathematica Application for
Lie Algebras and Representation Theory, Computer Physics Communications 257 (Dec.,
2020) 107490. arXiv:1912.10969 [hep-ph, physics:hep-th, physics:math-ph].

[65] M. Tian, On Correlators in 4d $\mathcal{N}=4$ SCFT with Defects, Jan., 2025.

[66] O. Aharony, O. Bergman, D. L. Jafferis, and J. Maldacena, N=6 superconformal
Chern-Simons-matter theories, M2-branes and their gravity duals, Journal of High Energy
Physics 2008 (Oct., 2008) 091–091. arXiv:0806.1218 [hep-th].

[67] J. A. Minahan and K. Zarembo, The Bethe ansatz for superconformal Chern-Simons,
Journal of High Energy Physics 2008 (Sept., 2008) 040.

[68] C. Kristjansen, D.-L. Vu, and K. Zarembo, Integrable domain walls in ABJM theory, Journal
of High Energy Physics 2022 (Feb., 2022) 70.

[69] T. Gombor and C. Kristjansen, Overlaps for matrix product states of arbitrary bond
dimension in ABJM theory, Physics Letters B 834 (Nov., 2022) 137428.

[70] C. Kristjansen and K. Zarembo, Integrable Holographic Defect CFTs, June, 2024.
arXiv:2401.17144 [hep-th].

[71] C. Kristjansen, X. Qian, and C. Su, The spectrum of defect ABJM theory, Dec., 2024.
arXiv:2412.17479 [hep-th].

– 41 –



[72] F. Iachello, Lie Algebras and Applications, vol. 891 of Lecture Notes in Physics. Springer,
Berlin, Heidelberg, 2015.

– 42 –


	Introduction
	Conformal Kinematics and Bootstrap 
	Superconformal Bootstrap with Defects 
	Elements of Superconformal Field Theory 
	Defect Superconformal Field Theories 
	Defect Superspace Setup 
	Revisiting the Bootstrap
	Superblock Decomposition

	Derivation of the Bootstrap Equations 
	Solving for the Superblocks
	Bulk Superblocks
	Boundary Superblocks 

	Contributing Supermultiplets 
	Bulk Channel 
	Boundary channel

	Superconformal Ward Identities 

	Conclusion 
	Acknowledgements
	Elements of Conformal Field Theory 
	Differential Equations for Superblocks
	Bulk Conformal Block 
	Bulk R-symmetry Block 
	Boundary Conformal Block 
	Boundary R-symmetry Block 

	Finding the Contributing Representations
	Bulk Channel Representations 
	Working out the B020 rep supermultiplet with Lie Art 
	Boundary Channel Representations 

	Solving the Superconformal Ward Identities 
	References

